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“Much change in the world is due to geographical movement.”

[Waldo R. Tobler]





Abstract

In this thesis we tackle the problem of the visual exploration of temporal origin-destination data
(OD-data), which can represent movement of people, energy, material, money, exchange of information
or ideas between locations in geographic space. Many OD-datasets represent global processes of pro-
found importance, for instance, flows of refugees and trade between countries, financial aid given to
countries and scientific collaborations between universities across the world. However, no universally
good solutions have been developed so far for the analysis of OD-data, especially, when it comes to the
analysis of temporal changes in them. The premise of this thesis is that the use of interactive exploratory
visualization is a key to address the challenges created by the inherent complexity of temporal OD-data.
Hence, the real challenge is in designing interactive visualizations which allow the exploration of such
complex data and which help to find in these data pieces of useful information.

The work described in this thesis is an attempt to gain a better understanding of the process of
interactive visualization of temporal OD-data as a whole and, with this understanding, to facilitate the
development of techniques and tools enabling the visual exploration of temporal OD-data. We study
what can be learned from these data, what are their possible representations and approaches to their
visual analysis, which tasks different representations are better suited for and how they are actually used.

The contributions of this thesis include a survey and a critical analysis of the existing techniques, a ta-
xonomy of the tasks which OD-data visualizations can support, and a systematization of the design-space
of temporal OD-data visualizations. Building these taxonomies allows us to formulate design recommen-
dations which can help developers of visual exploration tools to choose representations depending on the
tasks which need to be supported. To better understand the insights which can be made while exploring
temporal OD-data and to identify the differences in the types of insights which different representations
can facilitate we carried out a user study in which we analyzed findings made by the study participants
with the use of animated and small multiple flow maps. We developed a novel technique for the visual
exploration of temporal OD-datasets which brings together a spatial and a temporal representations and
presents an easy to read and easy to navigate depiction of this complex data type. We carried out a design
study in which we applied our insights concerning the temporal OD-data visualization to a real-world
problem involving real users in the process and performed a retrospective analysis which can serve as
guidelines for future design studies.

The work described in this thesis has a substantial impact as the tools we developed have been already
used by data analysts in various domains. This work may lead to the emergence of more comprehensive
and universal solutions helping analysts to make sense of their data and supporting decision makers in
finding and implementing the right policies.





Zusammenfassung

Die vorliegende Dissertation widmet sich der Visualisierung sogenannter Origin-Destination Data
(Flussdaten mit Ausgangs- und Zielpunkten) unter Berücksichtigung ihrer zeitlichen Komponente. Die-
se Daten können sowohl Ströme von Menschen, Energie, Materialien oder Geld als auch den Austausch
von Informationen und Ideen zwischen verschiedenen Orten darstellen. Viele der in dieser Dissertation
visualisierten Datensätze repräsentieren wichtige globale Prozesse wie zum Beispiel Flüchtlings- und
Warenströme zwischen verschiedenen Ländern, Finanzhilfe oder die wissenschaftliche Zusammenarbeit
zwischen Universitäten. Für die Analyse von Origin-Destination Data gibt es allerdings keine universell
anwendbaren Lösungen. Dies gilt vor allem dann, wenn auch die zeitlichen Veränderungen der Da-
tenströme berücksichtigt werden sollen. Bei der Analyse dieser komplexen Daten spielt die interaktive
Visualisierung eine wesentliche Rolle. Die Herausforderung bei der Entwicklung interaktiver Visualisie-
rungen besteht darin, die Datenanalyse so einfach wie möglich zu gestalten, damit die Analysten viele
nützliche Informationen aus den Daten gewinnen können.

Die vorliegende Dissertation stellt einen Versuch dar, den gesamten Prozess der interaktiven Vi-
sualisierung von Origin-Destination Data besser zu verstehen und daraus wertvolle Rückschlüsse für
die Entwicklung von Techniken und Tools zur visuellen Analyse solcher Daten zu ziehen. Es wurde
untersucht, welche Informationen man aus diesen Daten herauslesen kann, welche Visualisierungsmög-
lichkeiten und -ansätze es gibt, für welche Aufgaben sich bestimmte Visualisierungsansätze am besten
eignen und wie die jeweiligen Visualisierungen tatsächlich eingesetzt werden.

Das Ergebnis der vorliegenden Dissertation ist eine kritische Analyse der bestehenden Methoden,
eine Taxonomie der Aufgaben, die mit den beschriebenen Visualisierungen gelöst werden können, und
eine Systematisierung verschiedener Ansätze zur Visualisierung von Origin-Destination Data, bei denen
auch der zeitliche Aspekt dargestellt werden soll. Diese Taxonomien dienen als Grundlage zur Formu-
lierung von Empfehlungen für Entwickler von visuellen Analyse-Tools, die diesen helfen sollen, eine
geeignete Visualisierungsmethode für eine bestimmte Aufgabe zu wählen. Um die Ergebnisse der Da-
tenanalyse besser zu verstehen und die Unterschiede der Ergebnisse verschiedener Visualisierungen her-
auszuarbeiten, haben wir eine Nutzerstudie durchgeführt. Inhalt dieser Studie war der Vergleich von
animierten Flow Maps und Flow Maps mit Small Multiples. Wir haben eine neue Visualisierungstechnik
entwickelt, mit der sowohl die räumliche als auch die zeitliche Komponente von Origin-Destination Data
einfach dargestellt werden kann. Ausserdem haben wir eine Anwendungsstudie durchgeführt, in der wir
unsere Erkenntnisse mithilfe von Testnutzern auf eine reale Fragestellung angewendet haben. Die Nutzer
wurden um eine retrospektive Analyse gebeten, die als Richtlinie für zukünftige Studien dienen kann.

Die in der vorliegenden Dissertation beschriebene Arbeit hat bereits viel positives Echo gefunden:
Die im Zuge der Dissertation entwickelten Tools wurden bereits von Analysten aus den verschieden-
sten Bereichen eingesetzt. Die Ergebnisse der vorliegenden Dissertation können zur Entwicklung neuer
umfassender Lösungen beitragen, die Analysten helfen sollen, wichtige Erkenntnisse über ihre Daten zu
gewinnen und die Entscheidungsträger bei der Entscheidungsfindung und Realisierung von wichtigen
Massnahmen zu unterstützen.
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2 1. Introduction

“Our primary goal is to understand and make it easier to produce visualizations”.

[Tamara Munzner about visualization research in general]

1.1 Motivation

In the world of today many things which take place in reality are represented as data. It was estimated
that in 2012 the world generated 1.8 zettabytes1 of data and the amount is expected to increase at a rate
of 59 percent annually2. The easiness of automated data collection, cheap storage facilities, and most
importantly, the potential impact of the knowledge which can be extracted from data make data analysis
indispensable in many fields of human activity.

A significant number of the processes taking place in our world are spatial interactions, that is,
movement of people, energy, material, money and exchange of information or ideas between locations
in geographic space. Spatial interactions are often captured in the form of origin-destination data (OD-
data) which is a way of representing them in the memory of a computer enabling the use of automated
methods supporting data analysis. Some of the OD-datasets we consider represent global processes, for
instance, flows of refugees and trade between countries, financial aid given to countries and scientific
collaborations between universities over the world. In many cases analyzing such data is of profound
importance, as the decisions based on their understanding can have huge impact on people’s lives.

Making sense of these vast amounts of data and extracting knowledge from them presents a chal-
lenge and requires adequate analysis and exploration tools. Since computers became a commodity and
the use of interactive graphics revolutionized the field of cartography, lots of software tools for visual
exploration of spatio-temporal data have been developed. But the full potential of data representing spa-
tial interactions still remains largely unrealized [Rae, 2009; Andrienko et al., 2010; Marble et al., 1997].
There are currently no universally good solutions for the analysis of this kind of data [Andrienko and An-
drienko, 2012]. The existing tools and approaches for visualizing OD-data have shortcomings and their
limited capabilities require scrutiny. When it comes to the analysis of temporal OD-data the situation is
even more challenging. Techniques which provide comprehensive support for the exploration of spatial
interactions and the analysis of changes over time still have to be developed.

The overall goal of this thesis is to facilitate this development by better understanding what can be
learned from these data, what are their possible representations and approaches to their visual analysis,
which tasks different representations are better suited for and how they are actually used.

1.2 Background

In this section we briefly introduce the domains of information visualization and exploratory data analysis
so that we can argue how their offerings can enable the analysis of temporal origin-destination data.

Vision has the highest bandwidth among the human senses and can rapidly transfer large amounts of
information into the cognitive centers in our brains [Ware, 2012]. In addition, the visual system provides
us with great pattern recognition abilities and with pre-attentive processing which filters and selects
what stands out for more complete conscious processing. Visualization is merely a way to employ these
impressive capabilities of our visual system and to reinforce our cognition for processing large amounts
of data, comprehending them and finding patterns, relationships and bits of useful information.

Visualizing spatial interactions is pertinent to information visualization which deals with mapping
abstract data into effective visual forms. Card et al. [1999] define information visualization as “the use
of computer-supported, interactive visual representations of abstract data to amplify cognition”. Abstract

1or 1.8 · 1021 bytes
2As estimated in 2011 by IDC (the International Data Corporation).



1.3. Visualization of temporal OD-data 3

data is portrayed with the use of abstract visual properties, for instance, country population can be rep-
resented by mapping it to the area of the circles positioned in the country centroids on a geographic map
or with the fill color of the polygons depicting the countries. Our natural ability to perceive such visual
properties makes it possible to rapidly apprehend large amounts of abstract data given that the visual
forms which are used to represent them are truly effective.

The main goal of visualization is to provide insight, that is, useful facts or knowledge concerning the
data under analysis. Hence, visualizations must take into account the rules of the human visual system
to accurately portray the characteristics of the data which are important for the analysis and to avoid
misleading their users.

Visualization is generally used with one of the three following purposes [Keim, 2001]:

Exploration Analyzing and finding patterns and relationships in data without having
specific hypotheses about them in advance.

Confirmation Examining and confirming hypotheses about the data.

Communication Communicating in the most appropriate way a known fact about the data.

Exploration means that the analyst begins with an imprecise or a very general purpose in mind and
manipulates the visualization searching for interesting patterns or any kind of useful information in the
data. The confirmatory use implies a much more goal-oriented examination of the data, that is, analysts
have very specific questions to address and the manipulations they perform with the data are only meant
to obtain answers to these questions. However, the border between these two modes can be easily crossed
during the analysis. While exploring analysts can have new hypotheses which they want to examine,
whereas to confirm a hypothesis it might be necessary to perform some exploration.

In theory, the same graphical representations can be used for exploration, confirmation and commu-
nication. However, exploration usually implies that a rather broad number of questions can be asked
about the data and requires more universal approaches, while the use of visualization for communication
focuses on one or several very specific questions and strives to find the most effective visual forms to
give answers to these specific questions. Therefore, one can argue that interactive visualizations allowing
the examination of different facets of data are usually more appropriate for exploration, whereas static
visualizations or visualizations with simple interactive capabilities are more effective for communication
purposes.

The approach to data analysis which concentrates on finding patterns and relationships in data by ex-
ploring them without having concrete hypotheses in advance is called exploratory data analysis (EDA).
It was introduced by John Tukey in his influential book [Tukey, 1977] in which he demonstrated how
pictures can rapidly give an insight into data without having to build a statistical model or having formu-
lated hypotheses. Unlike pure statistical methods EDA is strongly associated with the use of graphical
representations and interactive graphical analysis tools. EDA implies that there is a certain purpose in
the form of general questions about the data which motivates the analysis, but most of the concrete ques-
tions arise during the analysis process itself [Andrienko and Andrienko, 2006]. For our thesis EDA is
an important concept as we believe that the use of interactive visual exploration, which is closely re-
lated to EDA, is a key approach addressing the challenges posed by the inherent complexity of temporal
OD-data.

1.3 Visualization of temporal OD-data

In this thesis we focus on facilitating the exploratory use of visualization for the analysis of temporal
OD-data. Because of the complexity of this kind of data their analysis is a difficult task. In these data
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there are multiple components: origin, destination, time, magnitude, and optional thematic attributes de-
scribing the context in which the interactions take place. The spatial components (origin and destination)
require a geographic representation to allow answering questions related to the spatial arrangement of
the interactions. Representing temporal changes involves depicting data for different moments in time
which either requires more space or a drastic increase of the density of information portrayed on the
screen. The need to represent each of the components introduces constraints. These constraints make it
difficult to portray all of the data components at the same time so that the analysis tasks concerning each
of the components are equally well supported.

Beside that there is a scalability issue caused by the fact that spatial interactions are connections
between geographic locations, and there are usually many more of them than of the locations themselves.
A visualization which attempts to represent all these connections at once without sacrificing on the level
of detail is likely to suffer from visual clutter or to display an overwhelming amount of information.

In other words, because of the inherent complexity of temporal OD-data, for a dataset of a consid-
erable size it is hardly possible to produce a single static visualization which depicts the data in all its
detail in a way which is devoid of clutter, readable and not overwhelming for the user.

The following approaches can be used to deal with this issue:

– reducing the size of the dataset by filtering, aggregating or summarizing the original data,

– focusing only on some of the data components in the visualization and neglecting the others,

– providing the user with the possibility to explore the data interactively.

In our opinion, support for interactive exploration, that is, the third of the above approaches, which
is fully in line with Tukey’s exploratory data analysis, is really the key here. In fact, the third approach
would usually involve applying the other two interactively. This combination can facilitate the analysis
of the data in its whole complexity by providing non-overwhelming visualizations representing specific
views of the data and allowing the analyst to easily switch from one facet or representation to another or
from one aggregation level to another. Compared to a single static representation the use of interactivity
makes it much easier to provide support for multiple tasks in a single visualization tool.

This approach is related to OLAP, or on-line analytical processing [Gray et al., 1997], which facil-
itates the interactive analysis of multidimensional data by answering analytical queries in real time. It
describes the query operations drill-down and drill-up, which change the aggregation level of the view
of the data, and slice and dice, which query for specific subsets of the data or filter specific values. Al-
though OLAP can be used as a backend of a visualization system [Stolte et al., 2003], but using it may
result in neglecting some of the important particularities of spatio-temporal data [Wilkinson, 2005]. Be-
sides, it only describes the kinds of queries which can be used to obtain a summary or a subset of the
data, whereas the very process of query formulation can be tedious for the user. The lack of easy to use
tools to obtain in the right form and visualize data might be the main reason why data analysis is such a
difficult task.

All in all the real challenge in enabling the analysis of temporal OD-data, as we see it, is in designing
interactive visualization tools which facilitate the exploration of these complex data and help analysts to
find in them pieces of useful information. For this we need to gain a better understanding of the process
of interactive visualization as a whole.

To describe this process Card et al. [1999] proposed the information visualization reference model.
The upper part of Fig. 1.1 shows a simplified and adapted version of it. In this model the human is
motivated by a certain task to explore the data and uses a visualization to gain insight into the data and
extract useful information from them. The human controls the process by choosing or adjusting the
visual mapping of the data or by using the interactive features the visualization provides. The process
is looped, that is, the human can adjust the visualization if necessary for the task, or even think of a
different task during the exploration and change the view, observe it, adjust again and so on.
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Figure 1.1: Model of the process of interactive visualization (adapted from the information visual-
ization reference model by Card et al. [1999]) and related research questions.

The basic entities in this model are the human with tasks on the agenda, the data the human needs to
analyze, visualizations of these data, and the insights the human gains in the process. The bottom part of
Fig. 1.1 shows the questions related to these entities which need to be answered to facilitate the process.
Answering these questions in the context of the visualization of temporal OD-data can help significantly
to develop effective visual exploration tools for this kind of data, and these are the questions which we
intend to investigate in this thesis.

1.4 Research goals

The main objective of this thesis is to facilitate the development of interactive exploration tools for
temporal OD-data by achieving a better understanding of the possible analysis tasks, the space of the
design alternatives, and the ways in which temporal OD-data visualizations can be used.

More precisely, in the course of the thesis we want to achieve the following goals:

– Study the available techniques for temporal OD-data visualization, systematically describe the
design-space;

– Systematize the tasks which OD-data visualizations can support;

– Formulate recommendations for visualization design depending on the tasks which need to be
supported;

– Develop interactive visualizations to satisfy the needs of the analysis of real-world temporal OD-
datasets;

– Study the types of insights which can be gained with the use of different temporal OD-data visu-
alizations.

1.5 Outline of the thesis

In this section we very briefly describe the contents of the thesis chapters. For the readers’ convenience
the same short summaries can be found in the beginnings of the chapters.

Chapter 2 – Origin-destination data
In this chapter we introduce temporal origin-destination data more rigorously describing the data
model and present several real-world datasets which we will refer to in the course of the thesis.
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Chapter 3 – Flow maps
Historically flow maps have been of a huge importance for the visualization of OD-data, therefore
we dedicate a separate chapter to them. We talk about their history, ways of representing various
characteristics of OD-data in them, the main problems which they have and ways of addressing these
problems. We also consider alternative flow mapping approaches.

Chapter 4 – Analysis tasks
The goal of this chapter is to introduce a taxonomy of tasks which can be supported by tools for visual
exploration of temporal OD-data. The taxonomy will help us to understand what kinds of questions can
possibly be answered by analyzing temporal OD-data. We build this taxonomy by deriving the tasks
from the components of the data. This way to identify the tasks is complementary to the user-centered
approach which we take in Chapter 8.

Chapter 5 – Design space exploration
Flow maps are by far not the only way of representing OD-data. There are several alternatives which
we talk about in this chapter. We use a systematic approach to describe the design space of tempo-
ral OD-data visualizations and identify the analysis tasks for which each of the alternatives may be
suited best. This allows us to give a number of recommendations for the choice of design alternatives
depending on the tasks which must be supported in the first place.

Chapter 6 – Flowstrates
In this chapter we present Flowstrates, our technique for the visualization of temporal OD-data, which
brings together a geographic and a time-oriented representation, overcomes some of the deficiencies
of other approaches and provides means for identifying and analyzing spatio-temporal patterns in
temporal OD-data.

Chapter 7 – User study on animation and small-multiples
Even with the development of novel and abstract visualizations flow maps will still be widely used as
it is the most natural representation of OD-data. Of the multiple alternatives for representing temporal
changes in flow maps small multiples and animation are the most basic ones. We analyzed the dif-
ferences in the types of insights which can be gained with the use of these two representations. The
chapter describes the qualitative user study we carried out to provide the basis for this analysis.

Chapter 8 – Visualizing AidData
This chapter presents a design study in which we try to shed light on the real challenges and on the
process of temporal OD-data visualization taking a user-centered approach. For this we address a
real-world problem of the analysis of financial aid allocated to countries. In the chapter we discuss the
interviews we conducted with domain experts which let us characterize the problem and identify the
important analysis tasks. We present visualizations we developed to address these tasks, consider the
user feedback and talk about the lessons learned during this project.

Chapter 9 – Conclusion
A brief summary of the achievements made, concluding thoughts and suggestions for future work.
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In this chapter we introduce temporal origin-destination data more rigorously de-
scribing the data model and present several real-world datasets which we will refer
to in the course of the thesis.
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In this chapter we describe origin-destination data more rigorously than before specifying the data
models which we will refer to in the rest of the thesis. We also briefly describe several temporal OD-
datasets which we will be using as examples in the thesis.

2.1 Introducing temporal OD-data

Origin-destination data is a way of representing spatial interactions, that is, flows of entities between
pairs of geographic locations. In OD-data the origins, the destinations and the magnitudes of the flows
are specified, whereas the exact routes which the interactions between the locations were taking are not
known. This type of data is quite important and very often becomes an object of the analysis.

OD-data is often represented and stored as an OD-matrix. In OD-matrix the rows and the columns
correspond to the origins and the destinations respectively (in Fig. 2.1 they are specified with country
codes) and the values in the cells of the matrix represent the magnitudes of the flows between the re-
spective origins and destinations. This is essentially the same as the adjacency matrix representation of
weighted directed graphs [Cormen et al., 2001].

Figure 2.1: OD-matrix representation of OD-data.

OD-matrices representing flows between a set of locations are often sparse, that is, many pairs of
locations are not connected, hence, most of the flow magnitudes are zeros. In such situations it is more
efficient to store only the flows with non-zero magnitudes, for instance, as an adjacency list [Cormen et
al., 2001] .

In this thesis we will consider temporal OD-data which means that every flow between each origin
and destination is associated with a point in time or a time period. In the simplest case such data can be
represented as a list of “flow events”:

Figure 2.2: Temporal OD-data as a list of flow events.

Such detailed data about each individual flow is not always available in OD-datasets. Often data is
temporally aggregated based on some time period, e.g. a day or a year. Such data can then be represented
in the form of a matrix as shown in Fig. 2.3. In this matrix the first two columns specify the origin and
the destination and all the others specify the year. The values in the cells represent the total aggregated
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magnitude of all flow events that happened in the corresponding year between the respective origins and
destinations.

Notice that in Fig. 2.3 some cells are empty, meaning that the data is missing. At the same time, there
are also cells which have zero values. Hence, there is a distinction made between the missing data and
the flows of zero magnitude. This distinction can be very important for the analysis and visualization
should take it into account.

Figure 2.3: Temporal OD-data as flows aggregated by year.

In order to produce a legible geographic visualization usually more information about the origins and
destinations is needed, e.g. the full names and the geographic coordinates of the locations. These can
be stored separately and referenced by an identifier (in the example below the identifier is the country
code):

Figure 2.4: Data about the origins and destinations necessary to produce a geographic visualiza-
tion.

Now we can introduce the data models for event-based and aggregated temporal OD-data which
describes in more detail what attributes they can represent.

2.1.1 Event-based model

This model describes non-aggregated data for the individual flows with timestamps of the points in time
when they took place. In its simplest form these data consist of a set of geographic locations and a set of
flow events:

– Location

– Name

– Geographic properties (shape, coordinates)

– Thematic attributes

– Flow event

– Timestamp

– Origin location
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– Destination location
– Magnitude
– Thematic attributes

Magnitude is an attribute or a characteristic of a flow event as it reflects observations or measure-
ments. Time period, Origin and Destination are references which specify the circumstances of the event
of the observation.

Depending on the type of the flows and the way the data was collected the name “Magnitude” might
not always be appropriate, but we will still use it for simplicity. For instance, if a dataset represents
migration of people, then the magnitude attribute corresponds to the number of people.

Context of the flow events

Both locations and flow events can have additional “thematic” attributes, for instance, “population of
location” or “flow type” which can also be used for the analysis. Together with the time and the locations
these thematic attributes define the context in space and time in which the flow events were taking place.
Later, in Chapter 4 we will discuss analysis tasks concerned with identifying relations of the flow events
to context.

2.1.2 Temporally aggregated model

When the information about the individual flow events is not available, or is too detailed for the purposes
of the analysis, the data is stored in a temporally aggregated way. The time axis is split into periods
uniformly and the total magnitudes of the flows falling into each of the periods are considered. This
results in the following data model:

– Location

– Name
– Geographic properties
– Thematic attributes

– Flow

– Time period
– Origin location
– Destination location
– Magnitude (total over the time period)
– Thematic attributes

2.1.3 Formal definition

In mathematical terms following the definitions proposed by Andrienko et al. [2011] both of the above
models can be defined as a function µ which sets a correspondence between pairs of geographic locations
S to the attributes A as a function of time:

µ : S ⇥ S ! (T ! A) (2.1)

Here T is a set of time instants (or periods, in case of the aggregated model), and A is a set of thematic
attributes (the “Magnitude” is considered one of them). In the event-based model T is continuous,
whereas in the aggregated model it is a discrete set.
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2.2 Discussion

2.2.1 Comparison to graphs

OD-data essentially defines a weighted directed graph and, as a consequence, many graph-theoretic
methods and techniques can be applied to OD-data. As in graphs, there is a set of nodes, a set of “flows”
which are the edges of the graph, and the magnitudes which are the edge weights.

One important distinctive characteristic of OD-data is, however, that the locations are geographic
and, thus, have fixed positions. One consequence of this is that it is a less common (but still legitimate)
practice to apply to OD-data graph layouts which change the node positions [Kaufmann and Wagner,
2001].

Besides, in temporal OD-data the magnitudes change over time, meaning that the weights of the
edges in the corresponding graph are also functions of time.

2.2.2 Simplifications in the models

In the above models we made several simplifications (or assumptions about the data). The first one is
that we did not explicitly include in the models flow event durations as attributes of flow events. In
some situations it might be important for the analysis to know how long it took each of the flows to
pass from the origin to the destination. However, we believe that for aggregated datasets this situation
is less common, because the durations of the individual flows vary or often are simply not known. In
the datasets, which we analyzed, this information was not available. For these reasons, we omitted the
duration attribute from the models. Flow durations might still be incorporated through the thematic
attributes of the flows, but a more comprehensive model intended to describe all the various properties
of the flows in detail should include the duration explicitly as an attribute.

Another simplification is that the time in the models we introduced is only linear. In order to detect
events occurring with a certain periodicity it is helpful to use a representation which can highlight various
temporal cycles, e.g. seasons of the year, days of the week. This requires a specific cyclic arrangement
of the time domain [Aigner et al., 2011b]. If the data models took this into account, it would make it
possible to speak explicitly about tasks related to periodical behavior of the flows. However, for the sake
of simplicity we decided to stick with linear time in our models and to speak about pattern detection in
general (without explicitly distinguishing tasks related to periodicity) when discussing the analysis tasks
in Chapter 4.

2.2.3 OD-data and movement

Not all spatial interactions imply some kind of movement. For example, considering scientific collabo-
rations between different universities, each collaboration can have an origin and a destination, but there
is no such thing as the route of a collaboration. When analyzing movement data it is often necessary
to see the exact routes of the movements. For example, analysts looking at bird migration usually need
to see the details of the flights: the stopovers, the speed at different segments of the route, and for how
long the birds were flying. Usually, OD-data is not a suitable representation for such data. However,
in some situations it can be beneficial for the analysis to represent a number of movement tracks as
OD-data by extracting from them aggregated flows between certain locations. Andrienko and Andrienko
[2011] suggest a method which can transform a large number of trajectories into aggregate flows between
areas around significant points. The significant points are automatically extracted from the trajectories
based on how often different locations are visited. This method allows producing flow maps representing
aggregated movement which are much easier to read and gain insight from than the usual movement tra-
jectory representations. Hence, data representing a large number of movement tracks can be significantly
simplified by extracting OD-data from them and visualizing them as flow maps.
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2.2.4 Obtaining OD-data by estimation

In transportation planning generating OD-data as a result of an estimation is an important part of the
process. The influential book by Voorhees [1956] “A General Theory of Traffic Movement” describes a
mathematical model for estimating the numbers of trips between each origin and destination in a given
area by applying the gravity model to a trip distribution. In classical transportation forecasting a four-
step process is used which takes specific characteristics of the land use of the origins and destinations as
the input [Weiner, 1986]. The first three steps of this process produce an estimation of the numbers of
trips between pairs of origins and destinations, that is, OD-data in the form of a matrix. The fourth step
assigns specific routes to each of the origin-destination trips.

Abel [2010] presents an approach to statistically estimate the magnitudes of international migration
flows and their changes over time based on some available reported data for specific countries and years.
The result of the approach is a temporal OD-data matrix in which the the cells for which there were no
reported data are filled in with estimations obtained with the use of an expectation-maximization (EM)
algorithm.

2.3 Example temporal OD-datasets

In this section we briefly describe several temporal OD-datasets which we will refer to in the rest of the
thesis to illustrate different visualization approaches.

2.3.1 UNHCR refugee flows

The refugee dataset which has been collected by UNHCR [2010] (the UN Refugee Agency) contains the
numbers of people who find asylum in one of the world’s countries after leaving their country of origin.
The dataset contains data for the last 35 years, and for each of these years there are several thousands of
flows between countries.

Figure 2.5: Flow map showing flows of refugees between the world’s countries in 2008 from the
UNHCR refugee dataset. In this flow map color is used to show the directions of the
flows (from red to blue).

The records in this dataset are tuples in the following form:
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[origin country],[destination country],[year],[number of refugees]

In Section 6.5.1 we discuss a visualization usage scenario with several findings made in this dataset. We
also utilized this dataset for the user study discussed in Chapter 7.

2.3.2 Commuters in Slovenia

This dataset contains the numbers of people who commute to work between the towns and villages in
Slovenia. There are about 17 thousand flows for the years from 2000 to 2008. As in most datasets

Figure 2.6: Flow map showing commuters in Slovenia in 2008 (the directions are from red to
green).

showing commuters we can clearly see how the larger cities attract people from the surrounding areas. It
is quite interesting to analyze how this pattern changes over time in this dataset. We discuss this in detail
in Section 6.5.2.

2.3.3 AidData

Figure 2.7: AidData: flows of financial aid in 1999 (the directions are from orange to cyan).

The dataset maintained by AidData.org contains more than one million flows of financial aid to
countries for the time span between 1949 and 2011. The original dataset includes detailed information
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about every individual flow and the flows are classified by their purpose. We discuss questions related to
the visualization of these data in detail in Chapter 8.

2.3.4 Moscow metro rides

Figure 2.8: Moscow metro rides data. Here 8 a.m. is selected in the “Hour” pane, therefore, in the
maps we see only the totals for the stations at 8 a.m. We can see that at 8 a.m. many
passengers travel from the outskirts of the city towards the center. (Illustration made
with Tableau).

The dataset courtesy of the Moscow department of transportation represents about one billion passenger
rides in the Moscow metro during one year. It contains about 500K of records in the following form:

[origin station],[destination station],[hour],[number of passengers]

With these data it is possible to analyze how the spatial patterns of the rides change during the day.

2.4 Conclusion

In this chapter we gave more precise definitions of what we consider temporal OD-data. We discussed
specific attributes and references such data consist of, their relation to movement data and talked about
some of the situations in which such data is typically used. Finally, we briefly introduced several real-
world datasets which will allow us to illustrate the practical aspects of temporal OD-data visualization.
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3.1 Introduction

Flow map is the most often used representation of spatial interactions (or entities moving between ge-
ographical locations). The flows of entities are represented as lines or arrows drawn on a geographic
map so that they connect the origins to the destinations and the thickness of the flow lines represents the
magnitude of the flows. The main goal of this kind of representation is to support analysts in finding
answers to questions related to the flow magnitudes and to the spatial arrangement of the flows. Such
questions can be, for example:

– What are the magnitudes of the flows? Where are the largest flows?

– Where are the origins and the destinations of the flows located on the map?

– What are the directions of the flows?

– How far do the flows go?

– What is happening in a specific location or a region?

Answering such questions obviously requires a geographic representation which portrays the flows
along with their magnitudes and flow maps are made just for this purpose.

3.2 History of flow mapping

Figure 3.1: A fragment of Harness’ passenger conveyance flow map, 1837. Brit. Mus.

Like many of the statistical graphs which are in use today flow maps are not a modern invention. The
first known flow maps were made by Henry Harness in 1837 [Robinson, 1955]. Fig. 3.1 shows the flow
map which he made for Railway Commissioners to exhibit the relative numbers of travelers conveyed in
different directions throughout Ireland. [Robinson, 1982] argues that it was the first use of a proportional
line to show linear, quantitative data on a thematic map.

Between 1845 and 1869 Charles Minard, the famous French thematic cartographer, produced numer-
ous flow maps and popularized the technique. He employed them to portray flows of travelers, trade in
coal, merchandise on France’s transportation facilities, and international trade in cotton and wine [Robin-
son, 1982]. Many authors praise Minard’s chart showing the decline of the size of Napoleon’s army in
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Figure 3.2: Minard’s flow map showing the world’s migration, 1862.

the Russian campaign [Tufte, 1986]. Fig. 3.2 shows another flow map he made in 1862 which visualizes
the migration of people between the world’s countries. It was probably the first published migration map
showing origin and destination countries of global migrations [Robinson, 1982].

The first computer system capable of displaying an image which can be considered a flow map was
developed as early as in the late 1950s. For the Chicago Area Transportation Study [1957] a special cath-
ode ray tube system called “the cartographatron” was constructed which displayed an image representing
several millions car trips as lines with the goal of estimating the volumes of the traffic. The system was
then used to support the decision-making for planning new interstate highways [Black, 1990].

First computer programs for flow mapping were developed in the 1960s and 1970s. At first, they
were used mostly for transportation engineering [Kern and Rushton, 1969; Wittick, 1976; Noguchi and
Schneider, 1977; Beddoe, 1978], but later they started to be applied in other domains, for instance, in
health care [Francis and Schneider, 1984; Gesler, 1986]. In the 1980s and 1990s many software tools for
flow mapping were created which were not limited to a particular domain [Schneider, 1983; Liu, 1995;
Thompson and Lavin, 1996].

One system which has been mentioned quite often in research papers was Flow Mapper developed
by the cartographer Waldo Tobler. In Fig. 3.4 you can see a flow map of net movement of one dollar
notes produced with the first version of Flow Mapper. Tobler [1981] not only created the software for
basic flow mapping, but also investigated various approaches for making flow maps more readable by
addressing their problems. We will discuss some of these approaches in the subsequent sections.
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Figure 3.3: Line traces of car trips from Chicago Area Transportation Study [1959].

Figure 3.4: Flow map of net movement of one dollar notes produced with the first version of Flow
Mapper. ©1981 The Ohio State University. Reprinted, with permission, from Tobler
[1981].

3.3 Representation techniques

3.3.1 Representing the directionality of the flows

In most cases the flows are directed and seeing their directions is important for the analysis. Hence, a
good flow map representation must make it possible to easily read them.

There are many different ways of showing the flow directions which can be used with flow maps, for
example:

– Using arrows pointing into the direction of the flow movement

– Bending the flow line in a specific and recognizable way (e.g. making a curve towards the end)

– Varying the hue, intensity or transparency of the flow line color (e.g. green-to-red, transparent-to-
opaque, desaturated-to-fully saturated)

– Varying the thickness of the flow line (e.g. from thin to thick)
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– Embedding an animated moving pattern into each of the flow lines which indicates the direction.

Considering node-link graphs in general Holten et al. carried out three user studies in which various
edge direction representation techniques and their combinations (see Fig. 3.5) were compared in terms
of the speed and correctness of the user performance in tasks for which it was necessary to perceive the
edge directions [Holten et al., 2011, 2010; Holten and van Wijk, 2009b]. The studies proved that using
tapered edges to show the edge directionality was the best in terms of the speed and the use of animation
(which also provided hints for the edge lengths) was best in terms of the correctness.

Figure 3.5: Various alternatives for representing directed edges in node-link graphs. A and Ac em-
ployed animation to show edge directions. Holten et al. [2011] showed that the design
T (tapered) was the best in terms of speed and Ac (animation compressed) was the best
in terms of correctness. ©2011 IEEE. Reprinted, with permission, from [Holten et al.,
2011].

Flow maps are essentially node-link diagrams representing weighted graphs, therefore, it seems nat-
ural to conjecture that the results of the studies by Holten et al. apply to flow maps as well. There is a
caveat, however. The way flow directions are represented can interfere with the fact that the flow line
thickness is used to portray the magnitudes of the flows. If a comparable study was carried out for flow
maps it would have to take this into account.

The extended study [Holten et al., 2011] analyzed the effect of the density of the graph (number of
nodes and edges) on the task completion performance. It turned out that the Ac (“animation compressed”)
representation, which employed animation to show edge directions, was the only one which performed
well across different graph densities and outperformed the tapered representation in terms of correctness
for the most dense graphs. For the other representations the completion times and error rates worsened
with the increase of the graph density. However, even the most dense graphs used in this study consisted
of hundreds of nodes and edges. The effect of scale could be different when representing graphs with
thousands or millions of edges.

Fig. 3.6 shows a flow map we made to demonstrate the use of tapered edges for representing flow
directions. It turns out that beside reducing the clutter there is another advantage of this approach com-
pared to the use of the more conventional arrows. The flow direction can be seen by looking at any part
of the flow line. With arrows it is necessary to spot the arrowhead to determine the direction of a flow
and this can be a significant difficulty in crowded views in which there are many flows with overlapping
arrowheads. However, because of the tapered shape of the arrows, it becomes significantly less obvious
how to read and compare the magnitudes of the flow lines. Besides, this representation can make it
difficult to perceive the direction and magnitude of very thin and curved lines.
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Figure 3.6: Flow map in which tapered edges are used to represent the flows and their directions.
The map represents the numbers of refugees from various origins who were residing
in other countries in 2005.

3.3.2 Representing the magnitudes of the flows

In flow maps the lines representing the flows usually indicate the magnitudes of the flows and their
directions at the same time. Which visual variable is used for one of these two characteristics impacts
the way in which the other characteristic can be represented. However, using the thickness of the flow
lines is not the only way of representing flow magnitudes. Altogether, there are at least three alternatives:

Flow line thickness
Varying thickness of the flow lines is used in most cases to represent flow magnitudes in flow maps,
e.g. [Tobler, 1987]. This depiction of the amount flowing is naturally perceived by humans and usually
requires no explanation.

Flow line coloring
A specific color encoding assigns different colors to the flow lines depending on the magnitudes of the
flows they represent. An advantage of this approach is that the thicknesses of the flow lines can be
the same, thus, they occupy less space and produce less clutter. This approach is used, for instance,
in [Holten and van Wijk, 2009a]. However, according to [Cleveland and McGill, 1987] color is in-
ferior to size as a visual variable. The human perception allows us to make much less accurate color
comparisons than size comparisons.

Particle animation
The magnitudes are represented by particles moving along the flow lines (which might even not be
explicitly shown) from the origins towards the destinations. Either the speed of the particles or their
size or their density portrays the flow magnitudes1. The study by Holten et al. [2011] implies that an
1An example of such animation showing donations to Kiva.org can be found at http://youtu.be/Yf5QRlkWX8o

http://youtu.be/Yf5QRlkWX8o
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animation in which short line segments moving along the flow lines is one of the two best ways to
represent the flow directions. However, no studies so far have proven that such an animation could be
used effectively for portraying flow magnitudes and can actually support basic OD-data analysis tasks.
In Section 3.6.2 we consider another kind of particle animation in which the particles do not move
along the flow lines, but form a vector field derived from OD-data.

3.3.3 Sankey flow maps

Often, varying the thickness of the flow lines to represent the flow magnitudes is used in combination
with the Sankey flow drawing technique [Schmidt, 2006] in which the flows going from (or to) a specific
location are merged into one big flow at first and are then split into smaller flows going towards different
destinations.

Figure 3.7: Sankey flow drawing technique with and without arrows.

This technique allows reasoning about the contributions of the individual flows to the total magnitude.
Even without the arrows the directions of the individual flows are perceived to be the same, because they
are represented as parts of one big flow beginning in a specific source (or flowing towards a specific
destination) and separating into smaller flows along its path (see Fig. 3.7). Bringing down the number
of lines and line intersections in the areas where the flow lines are merged leads to reducing the overall
complexity of the visualization and making it more readable.

An application of this technique to flows of one origin can actually be seen in the very first flow
map made by Harness (see Fig. 3.1), in which several large flows start from Dublin and are then split
into smaller flows going to different destinations. In fact, Harness applied this technique 60 years before
Matthew Sankey used it in a diagram which illustrated energy flows of a steam engine [Schmidt, 2006].
Still we use the term “Sankey flow maps” for this type of maps, because the name Sankey is now strongly
associated with this particular flow representation technique, in which the flow lines are merged and split
along their paths to illustrate the contributions of the individual flows to the total amount flowing. Charles
Minard also used this technique in the flow maps he produced before Sankey [Tufte, 1986]. Fig. 3.8a
presents a flow map made by Thornthwaite and Slentz [1934], in which they applied the same technique
to group flows going towards a specific destination.

Phan et al. [2005] developed an algorithm for the automatic generation of Sankey flow maps which
they called Flow Map Layout and implemented in a computer program. Buchin et al. [2011] proposed a
different algorithm producing very similar but more visually appealing results (see Fig. 3.8b). The latter
algorithm is also capable of drawing the flow lines avoiding the overlapping with the landmasses (very
much in the style of the flow maps hand-drawn by Minard).

One downside of this approach is that it is based on trees, that means that in general it works with
flows from or to one selected location. For portraying flows of multiple locations at the same time
separate flow maps must be generated for each of the locations and then superimposed on the map [Phan
et al., 2005]. This may result in overlapping and line crossings, which the algorithms are not capable of
preventing.
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Fig. 2. Maps illustrating migration from California 1995–2000. Top: flow maps, Tobler [1, 22] (arrows of varying width), Phan et al. [16] (edge-
bundeling with crossings), and our output. Bottom: subgraphs of the bundled complete migration graph, Cui et al. [5] and Holten & van Wijk [11].

We describe an algorithm that thickens and smoothes a given spiral
tree while avoiding obstacles. Our algorithm minimizes a set of cost
functions that capture the quality criteria for flow trees.

The remainder of the paper is organized as follows. Section 2 dis-
cusses related work and visually compares our flow maps to those pro-
duced by other automated methods. Section 3 gives a brief introduc-
tion to spiral trees. Section 4 presents our algorithm to compute flow
trees. Since our flow trees are based on spiral trees and hence use log-
arithmic spirals for their edges, we define a novel type of spline, the
spiral spline, to draw them effectively. Spiral splines are in essence cu-
bic Hermite splines where we use logarithmic spirals to compute the
tangents. Section 5 shows and discusses results of our algorithm, also
in comparison with previous work. Section 6 discusses various exten-
sions to our automatic method: flow maps that support user specified
clusters on the leaves of the tree, flow maps that contain more than
one flow tree, and flow maps that route edges via waypoints or along
shipping routes. Section 7 gives some technical details about our im-
plementation. In Section 8 we close with a discussion of our work.

2 RELATED WORK

Since their introduction in the mid-1800s, flow maps have been a
widely used type of thematic map [17]. Textbooks on thematic car-
tography provide design rules for flow maps [6, 20]. The first known
systems for the automated creation of flow maps were developed in the
1980s [1, 8, 22]. These systems do not merge flow lines and hence the
resulting maps suffer from visual clutter (see Fig. 2, top-left). In 2005
Phan et al. [16] presented an algorithm, based on hierarchical cluster-
ing of the leaves, which creates single-source flow maps with bundled
edges (see Fig. 2, top-middle). This algorithm uses an iterative ad-hoc
method to route edges and hence is often unable to avoid crossings. A
second effect of this method is that flows are often routed along coun-
terintuitive routes. The quality of the maps can be improved by moving
the leaves, which, however, is considered to be confusing for users ac-
cording to cartography textbooks [20]. In contrast our method merges
flow lines and avoids unnecessary crossings (see Fig. 2, top-right).

Flow maps are effective if the number of origin-destination pairs is
linear in the number of origins and destinations. This is the scenario on
which we focus in this paper. If flows between all origins and all desti-
nations need to be shown then the number of origin-destination pairs is
quadratic. There are some recent papers that therefore explore alterna-
tive ways to visualize flows, by using multi-view displays [9], anima-
tions over time [2], or mapping techniques close to treemaps [23]. By
interpreting origins and destinations as nodes and flows as (weighted)

edges, techniques from graph and network visualization can be used
to visualize flows. Cox et al. [4] and Munzner et al. [15] use 3D maps
to visualize network structure. Their methods, however, do not use
edge-bundling. In contrast, Holten [10], Cui et al. [5], and Holten &
van Wijk [11] present methods to visually bundle edges in complete
and dense graphs. Subgraphs of their bundled representations can be
interpreted as flow maps (see Fig. 2, bottom). These subgraphs, how-
ever, are not necessarily crossing-free, or even trees, and do not merge
as quickly and smoothly as hand-drawn flow maps.

Duncan et al. [7] describe a model for drawing with fat edges. In
principle we could use their method to thicken spiral trees, but the re-
sulting flow trees are not smooth, do not obey angle restrictions, and
do not emphasize the main branches of the tree. Finally, Krozel et
al. [13] study algorithms for turn-constrained routing with thick edges
in the context of air traffic control. Their paths need to avoid obsta-
cles (bad weather systems) and arrive at a single target (the airport).
The union of consecutive paths bears some similarity with flow maps,
although it is not necessarily crossing-free or a tree.

3 SPIRAL TREES

In this section we give a brief introduction to spiral trees, for additional
details please see our companion paper [3]. As mentioned above, spi-
ral trees are a novel type of Steiner tree. To create trees with the
smoothly merging lines of hand-drawn flow maps, we impose a re-
striction on the angle the edges form with the root. Specifically, we
use a restricting angle � < �/2 to control the direction of the arcs of
a geometric directed Steiner tree T . Consider a point p on an edge e

r
�

p

e

Fig. 3. The angle restriction.

from a leaf to the root r (see
Fig. 3). Let � be the angle be-
tween the vector from p to the
root r and the tangent vector of
e at p. We require that � � �
for all points p on T . We refer to
a directed Steiner tree that obeys
this angle restriction as directed

angle-restricted Steiner tree. Here and in the remainder of the paper it
is convenient to conceptually direct trees from the leaves to the root.

The edges of an optimal (that is, shortest) directed angle-restricted
Steiner tree T consist of straight line segments and parts of logarithmic
spirals. For ��/2 < � < �/2 the �-spiral through a point p can be
described by the following parametric equation in polar coordinates,
where p = (R, �): R(t) = Re�t and �(t) = � + tan(�)t. We call
� the angle of (a segment of) a �-spiral. A spiral tree with restricting

a) b)

Figure 3.8: a) Thornthwaite’s flow map of US migrations (after [Thornthwaite and Slentz, 1934])
and b) Flow map showing migrations from California produced with the spiral trees
algorithm by Buchin et al. ©2011 IEEE. Reprinted, with permission, from Buchin et
al. [2011].

3.3.4 Bi-directional flows

Another related issue is how to represent bi-directional flows, that is, flows between the same two nodes
going in the opposite directions. In flow maps each of the two opposite flows has its own magnitude, and
it must be possible to perceive both of these magnitudes.

Tobler [1987] discusses two approaches for representing bi-directional flows: putting the smaller
arrow on top of the larger one (a.) and using half-barbed arrows (b. and c.):

Tobler states in the paper that neither of these approaches is visually very effective, and notes that
the problem can be avoided if only showing net movements between each pair of locations. The latter is,
though, unacceptable in many situations when the actual flow magnitudes are of interest for the analysts.

For representing bi-directional flows Bahoken [2011] describes the following alternatives which at-
tempt to minimize the overlapping and clutter:

The first two (from the left) of the above approaches are the ones used most often. We could spec-
ulate on the relative effectiveness of these approaches, however, no rigorous studies on this have been
performed so far.

As we mentioned above, when arrows are used it is necessary to find the arrow head of a flow to see
its direction. This can be difficult in situations when there are many flows going to the same nodes. To
mitigate this problem van de Ven [2007] proposed an algorithm which shortens the flow lines to minimize
the overlapping:
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Figure 3.9: Improving the readability of a flow map by shortening the flow lines so that most of the
arrow ends can be seen. The left image shows the original flow map without shortening,
whereas in the right one the flow lines are shortened (after [van de Ven, 2007]).

The flow lines are shortened where they come close to the nodes, which avoids overlapping, so that
as many arrow ends as possible can be seen (see Fig. 3.9). However, this approach does not work very
well for nodes which are located very close to each other.

3.3.5 Self-loops

It is often the case that there are flows in OD-datasets which have the same origin and destination. They
might, for instance, describe the migration within a specific location. Such flows are usually called self-
loops. Self-loops in flow maps are usually represented with circles, rings (or donuts), or various kinds of
looping arrows. These alternatives are schematically represented in Fig. 3.10.

Figure 3.10: Different ways to represent self-loops in flow maps.

An effective representation must support comparison of self-loop magnitudes to those of the other
flows. The ring and the looping arrow representations make this possible, because the thickness of the
ring can be compared to the thicknesses of other flow lines. An example of such flow a map is shown in
Fig. 3.11.

It must be noted that sometimes similar visual cues (especially, circles) are used in flow maps to rep-
resent the total magnitudes of the incoming and outgoing flows for locations. Hence, to avoid confusion
it is sensible to clarify in the legend whether self-loops or totals are depicted.

3.4 Problems with flow maps

Despite the popularity of flow maps there are significant problems connected with their use. One problem
is the cluttering and occlusion caused by intersecting and overlapping lines (see Fig. 3.12). This problem
becomes most apparent when many flow lines are depicted at the same time on the screen producing
an “indecipherable hairball” and making it difficult to see the origins and destinations of the flows or to
compare their magnitudes.

Another problem of flow maps is the fact that the longer lines take more space on the screen, and
thus, might mislead the users drawing their attention away from the shorter flows of larger magnitudes.
According to the first law of geography “near things are more related than distant things” [Tobler, 1970].
For spatial interactions that means that the flows between closer regions have larger magnitudes and this
is indeed the case most of the time. Hence, shorter flows are often the more important ones and the user’s
attention should not be drawn away from them.
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Figure 3.11: A fragment of a flow map in which half-barbed arrows are used to show bi-directional
flows and rings are used for representing self-loops. The magnitudes of the self-loops
can be easily compared to those of the non-self-loop flows by the thicknesses of the
rings and of the flow lines. ©2011 IEEE. Reprinted, with permission, from [An-
drienko and Andrienko, 2011].

As it turns out flow map users can easily make incorrect findings, because of the wrong impression
this widely used geographical visualization can give in certain situations. In the user study which we de-
scribed in Chapter 7 we asked the participants to analyze data represented as flow maps. We noticed that
the participants made a number of incorrect findings which were caused mainly by these two properties
of flow maps:

– Locations with a lot of incoming or outgoing flows appear to be more significant even if the total
magnitudes are small. More generally, the totals of the incoming and outgoing flow magnitudes
for locations are not easily comparable.

– Longer flows get more screen real estate which makes them appear to be more significant; very
short flows might be hard to see even if their magnitudes are large.

The first of these two problems can be easily solved by introducing additional visual elements rep-
resenting the totals for locations (e.g. circles). The second problem is intrinsic to flow maps and can
probably only be solved by using a different representation (see Chapter 5).

3.5 Addressing clutter

Ellis and Dix [2007] catalog various approaches for clutter reduction in visualizations identifying the
main benefits which such approaches can have. This taxonomy allows the evaluation of the usefulness
of clutter reduction approaches. The list of benefits includes avoiding overlap, allowing a better discrim-
ination of the points and lines, keeping spatial information, providing scalability to the dataset size. All
these benefits are relevant to the cluttering problem in flow maps.

A common graph drawing approach to reducing clutter is to rearrange the node positions by applying
a specific node layout algorithm [Kaufmann and Wagner, 2001]. Such algorithms usually attempt to
minimize the line crossings and node-line overlapping. Sometimes this approach can be a reasonable
solution for improving the readability of OD-data visualizations as well [Krempel and Plümper, 1999].
However, applying such an algorithm means that the node positions lose their geographic meaning and
the tasks related to the spatial arrangement of the nodes and flows are not supported. In a genuine flow
map the positions of the nodes represent their actual geographic locations.
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Figure 3.12: A cluttered flow map. Despite sorting the flow lines by magnitude (flows of larger
magnitudes are drawn above the flows of smaller magnitudes) it is hard to grasp what
is really going on in this visualization apart from just seeing the flows of the largest
magnitudes.

To address the cluttering problem specifically in flow maps one of the following approaches can be
used:

– Visual techniques improving readability

– Interactive filtering or automatic sampling

– First location totals, then flows on-demand

– Showing only the differences from the expected

– Coarsening the spatial resolution

– Segmenting into flows between adjoining regions

– Sankey flow maps

– Bundling

In the following subsections we discuss these strategies in more detail (except for Sankey flow maps
which were discussed in Section 3.3.3).

3.5.1 Visual techniques improving readability

This can include various approaches to drawing the flow lines: e.g. sorting lines by flow magnitude
so that flows of larger magnitudes are drawn above the others; showing only parts of the flow lines
close to the nodes [Becker et al., 1995; Boyandin et al., 2010]; shortening the flow lines [van de Ven,
2007]; using transparent flow lines; rerouting the flow lines to avoid intersections with land (see Fig. 3.2
or [Buchin et al., 2011]). These approaches can often make the representations more readable, but all of
the flow lines are still drawn in them, hence, the cluttering problem is not eliminated completely. Besides,
such techniques might affect the accuracy of the users in performing analysis tasks. For instance, an
evaluation of a graph representation with partially drawn links [Burch et al., 2012] showed that, albeit
the completion times in certain tasks improved, the accuracy suffered in most of them.
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3.5.2 Interactive filtering or automatic sampling

The idea is simply to reduce the number of flows which are displayed on the screen at the same time by
keeping only “the most important”. The flows can be either interactively selected by the user based on a
specific property (e.g. magnitude, length, specific origin or destination) or selected automatically using
a predefined heuristic.

As an example of such an automatic approach Tobler [1987] suggests removing all flows the magni-
tude of which is less than that of the average. According to Tobler this typically removes about 75% of
the flows while removing less than 25% of the total magnitude. So instead of supporting arbitrary filter
thresholds this “optimal cut-off value” can be used. Obviously, this strategy leads to a representation in
which a part of the data is left out, and despite attempting to keep the most important data represented it
might neglect essential details the importance of which was not foreseen.

3.5.3 First location totals, then flows on-demand

Most of the time the first thing the data analyst wants to see is a comprehensible overview. Once the
analyst identifies an interesting pattern in the overview they might be interested in more details about
a specific object. This idea is following the visualization mantra formulated by Shneiderman [1996]
prescribing the basic workflow which exploratory visualization tools must support: “Overview first,
zoom and filter, then details-on-demand”. In other words, not all the available details are displayed to
the analyst at once, instead they must use interaction to specify which pieces of information they want to
explore in detail.

Figure 3.13: A symbol map using circles of varying size to represent the total outgoing and in-
coming flows’ magnitudes of financial aid flows countries (refer to Chapter 8 for
more details). One of the countries was highlighted by the user, therefore, the flows
of this country are shown.

An OD-data visualization based on this principle might use a representation of the total magnitudes
of the outgoing and incoming flows of locations and show the individual flows only when a location is
selected by the user (see Fig. 3.13). An obvious disadvantage of this technique is that it only gives an
overview of the location totals, and not of the flows. At a time only the flows of one location are shown,
this makes it difficult to compare flows of different locations. However, if this approach fits the workflow
and the tasks of the analysts it might be a good solution devoid of clutter.
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Figure 3.14: Undirected flow map showing only the differences between the flows of refugees in
1992 and 1993. Red means an increase of the flow magnitude, blue – decrease.

3.5.4 Showing only the differences from the expected

Often the most interesting parts of the data are those which deviate from the theoretical expectations.
In order to be able to estimate these deviations it is necessary to build a theoretic model describing the
expectations [Tobler, 1987]. If such a model exists a flow map can be produced in which only the flows
differing from the expectations are portrayed, thus, reducing the number of flows shown at the same time.
The same approach can also be used to represent changes of the flow magnitudes between two particular
moments in time (see Fig. 7.2). In this case the flow magnitudes of a preceding moment in time (or a
time period) can be seen as the ones “defining the expectations”.

This approach is of limited use, because it does not show the original flow magnitudes. Hence, it can
only be used as a supplementary tool or when the analysts are interested solely in the differences (or in
the deviations from the expectations which can also be represented this way).

3.5.5 Coarsening the spatial resolution

To reduce the number of nodes as well as the flows which must be drawn in a flow map, nearby locations
can be grouped together. This way only the flows between the groups of locations have to be shown,
resulting in a significantly less cluttered flow map.

There are different methods which can be applied for location grouping, for example:

– Using coarser political or administrative geographic regions. For instance, counties can be grouped
into states, countries – into continents.

– Locations can be spatially clustered with an automatic clustering method using geographic prox-
imity as the distance measure [Boyandin et al., 2010].

– Flows of locations can be taken into account when grouping them. For example, Guo [2009] pro-
poses a method for regionalization of flow maps for discovering geographic regions with “commu-
nity structures”. These are such groups of locations that have much more connections within the
groups than among them. Guo proposes a statistical model to measure the modularity of a group
of locations and to hierarchically cluster locations into regions based on this modularity measure.
The original flows are then aggregated based on the discovered regions and a flow map can be
rendered in which only the flows between the regions are shown (see Fig. 3.15).

Coarsening the spatial resolution reduces the complexity of a flow map by presenting the data at a
higher abstraction level. However, the way the grouping of locations is performed may have a significant
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Figure 3.15: Flow map of US migrations in which only the flows between 45 regions discovered by
Guo’s regionalization approach are shown instead of the 800,000 flows between 3075
counties of the original dataset. ©2009 IEEE. Reprinted, with permission, from [Guo,
2009]).

influence on the movement patterns which can be recognized in the resulting flow map. In Fig. 3.15
the data on the original abstraction level are not represented (specifically, the flows between the adjacent
locations within the groups). Providing an interactive support for “looking into” a group could help to
alleviate this problem.

3.5.6 Segmenting into flows between adjoining regions

Instead of drawing flow lines between any arbitrary pair of locations the flows can be segmented into se-
quences of smaller flows between adjoining regions. Segments of different original flows which connect
the same adjacent regions are then grouped together and only these resulting flows are drawn in the final
flow map. As a consequence a flow map is produced which completely avoids line intersections.

The first flow map of this kind was produced by [Ravenstein, 1885] who examined the county-to-
county migration in the United Kingdom and laid down “The Laws of Migration” based on this analysis.
In this work Ravenstein included several cartographic illustrations one of which is a flow map showing
the flows of migrants segmented into short movements between adjacent counties (see Fig.3.16).

Tobler [1981] discusses an automatic approach for producing such flow maps. To segment the origi-
nal flows each of them is “rerouted” through a set of predefined locations (e.g. state centroids) with the
use of a shortest path algorithm, so that each of the paths consists only of movements between adjacent
locations. The resulting flow map has virtually no line intersections, and thus, is much easier to read (see
Fig. 3.17).

This method produces a very good general overview devoid of clutter showing the amounts which are
flowing between adjacent regions on the map, however, it has disadvantages as well. First, it introduces
possibly misleading flow routes, which do not necessarily represent the real routes of the flows. More
importantly, it makes it difficult or even impossible to say for any given location what the actual origins
of its incoming flows are and what the actual destinations of its outgoing flows are. The resulting flow
map shows only flow segments whose magnitudes are accumulated by joining segments of multiple flows
which have different origins and destinations, therefore it is impossible to say how much of a location’s
inbound flow amount actually originates in this location, how much of it is the transit coming from other
origins and what part of the transit amount stays in the location.
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Figure 3.16: Ravenstein’s “Currents of migration” showing UK migrants, 1885 (after [Tobler,
1995]).

In other words, by segmenting flows and then joining segments of multiple flows into flows between
adjacent locations the origin-destinaton aspect of the data is disregarded to a large extent. Hence, this
approach cannot be recommended in situations when being able to see the actual origins and the desti-
nations of the flows and the correspondences between them is important for the analysis.

3.5.7 Bundling

Bundling (or “edge bundling” when applied to graphs in general) is rerouting flow lines which pass
close to each other and go into similar directions, so that they form bundles (see Fig. 3.18). In the last
years a vast number of papers has been published proposing various edge bundling algorithms for graph
visualization in general [Cui et al., 2008; Holten, 2006; Holten and van Wijk, 2009a; Telea and Ersoy,
2010; Lambert et al., 2010; Ersoy and Telea, 2011; Ersoy et al., 2011; Pupyrev et al., 2011; Hurter et al.,
2012].

Bundling is sometimes confused with Sankey flow maps because of the similarity of the two tech-
niques, however, there are important differences between them. Bundling algorithms have the advantage
that they can be applied to arbitrary graphs without the limitation of having to select a specific subtree
of the graph. However, they cannot be readily applied to flow maps. Most of these bundling algorithms
produce visualizations which do not support easy comparison of the numbers of edges constituting bun-
dles nor do they accurately represent the total magnitudes flowing through bundles. Parts of individual
edges which constitute bundles are not merged together, they remain separate. Some of them overlap,
some of them go next to each other, so it is not really possible to compare the bundle sizes.

Holten and van Wijk [2009a] attempt to mitigate the problem by using color to represent the number
of edges passing through each pixel of the visualization (see Fig. 3.18). However, this does not improve
the situation much, because each bundle has a certain thickness which is naturally perceived as an indi-
cator of its size and neither the color nor the thickness alone is a reliable indicator, it is the combination
of the two which conveys the actual sizes of the bundles. This makes comparison quite difficult and
unreliable.

In this sense, segmenting into flows between adjoining regions, which we discussed in Section 3.5.6,
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Figure 3.17: Reducing the complexity of a flow map by segmenting flows into series of shorter
flows between adjoining regions. The left image shows the original flow map of the
net migration between the US states (with all flows of a magnitude below the average
deleted). The right image shows the same data represented as state-to-state migration
flows. ©1981 The Ohio State University. Reprinted, with permission, from Tobler
[1981].

Figure 3.18: Force-directed edge bundling of the graph of US migrations. ©2009 The Author(s)
Journal compilation ©2009 The Eurographics Association and Blackwell Publishing
Ltd. Reprinted, with permission, from Holten and van Wijk [2009a].

has an advantage over bundling. After segmenting the thicknesses of the flow segments actually do
accurately represent the aggregated amounts which are flowing between adjacent locations.

There is, however, at least one bundling algorithm which can be potentially useful for producing
flow maps accurately representing the total magnitudes of the flows in bundles. This algorithm was very
recently proposed by Pupyrev et al. [2012]. It bundles the edges of a graph in a way so that the individual
edges within each bundle do not overlap and can actually be seen as separate edges when zooming in.
Hence, the thicknesses of the resulting bundles correspond to the numbers of edges in them. An extension
of this algorithm might be able to bundle edges of varying thicknesses so that the total thicknesses of the
bundles would more accurately represent the total magnitudes of the flows in the bundles.

However, even in this form bundling would have disadvantages similar to those which segmenting
into flows between adjoining regions has (see Section 3.5.6). First, rerouting the flow lines may mislead
the user into thinking that the actual flows take the visualized routes. Second, it makes it more difficult to
find correspondences between the actual origins and destinations of the flows, because as soon as a flow
gets to be a part of a bundle it becomes very difficult to distinguish it from the other flows in the bundle.
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a) b)

Figure 3.19: US migrations bundled with an approach proposed by Pupyrev et al. [2012]. All the
individual flows in the bundles remain separate and are drawn as parallel as possible,
hence, the thicknesses of the bundles represent the numbers of edges in them. Figure
b) shows a fragment of the whole graph shown in a). ©2012 Springer-Verlag GmbH
Berlin Heidelberg. Reprinted, with kind permission of Springer Science+Business
Media.

3.6 Related mapping techniques

In this section we discuss map distortions and several other techniques which represent OD-data in maps,
but differ from what we considered as flow maps in the previous sections.

3.6.1 Map distortions

Distorting map projections are sometimes used to make geographic maps more readable or to high-
light the most important elements in them. Thus, in the flow map showing world migrations by Minard
(Fig. 3.2) the shapes of the continents and countries were notably deformed so that the flow lines could
avoid crossing the landmasses. This made the underlying map easier to read and helped to give the im-
pression that the migrants are “flowing out” from the landmasses making the origins and the destinations
of the flows less ambiguous.

Stefaner [2010] created an interactive geographic symbol map representing outgoing and incoming
migrations to and from New York (see Fig. 3.20). This is a symbol map (the symbols are the circles
representing geographic locations and their sizes represent the numbers of migrants). Like in a Dorling
cartogram [Dorling, 1996] the country centroids are slightly repositioned to avoid the circles overlapping.
Since the most origins and destinations of the moving New Yorkers are within the city area, New York is
enlarged and put in the center of the view. The rest of the world is mapped with a distorting projection
using a damped distance function, hence, very effectively utilizing the screen space.

Wood and Dykes [2008] proposed an algorithm for producing spatially ordered treemaps (see Fig. 3.21)
which can be applied to a set of geographic territories to generate a space-filling layout consisting of
squarified rectangles representing these territories. The algorithm attempts to produce a layout so that
the positions of the rectangles are as close to the actual geographic positions of the territories they repre-
sent as possible. By nesting a minified copy of the same layout in each of the individual rectangles it is
possible to create an effective representation of OD-data, as we will discuss in Section 5.1.

Brunet [1986] introduced the notion of chorems which are schematic representations of geographic
areas, their properties and relationships. With chorems the area shapes are simplified and stereotypical
graphical objects are used to represent their properties and relationships. Hence, all the details which
are not important for conveying the main message are eliminated from the view. Following this ap-
proach De Chiara et al. [2011] discuss the use of chorems in the context of an integrated visual analytics
system and present several flow maps among other examples.
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Figure 3.20: An online interactive geographic symbol map showing outgoing and incoming migra-
tions to and from New York [Stefaner, 2010]. The world map is distorted magnifying
New York and putting it in the center of the view.

Figure 3.21: Using the spatially ordered treemap layout to produce a space-filling squarified map
of France. ©2008 IEEE. Reprinted, with permission, from [Wood and Dykes, 2008].

3.6.2 Vector field maps

Ravenstein’s map shown in Fig.3.16 was probably inspired by the meteorological approach to mapping
winds and currents with the use of small arrows or pen strokes which stems from the 17th-century work
of Edmond Halley [Tufte, 1986]. Ravenstein’s map shows mostly local moves between adjacent counties
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and is based on the idea that migration patterns are defined by many small movements, which form large-
scale patterns when observed in combination.

a) b)

Figure 3.22: a) Estimated field and b) estimated trajectories (computed from the field a.) of
the 1970-1976 net population flow in the US ©1981 The Ohio State University.
Reprinted, with permission, from Tobler [1981].

Waldo Tobler was inspired by this idea and in [Tobler, 1981] proposed a method for producing
spatially continuous map depictions of migration flows representing migration as a vector field on a
map. Given an OD-dataset of migration flows Tobler’s mathematical model can produce an estimation
of a continuous vector field based on the actual migration flows (see Fig. 3.22). Like in meteorological
wind maps Tobler used small arrows of varying sizes to portray varying magnitudes of the field vectors
in different locations (another approach is to use arrows of the same size with varying density in the
map [Lavin and Cerveny, 1987]).

Using a similar but discrete approach Thompson and Lavin [1996] created a computer program capa-
ble of producing an animated sequence depicting an estimated vector field of migrations (see Fig. 3.23).
Each of the dots in this animation represents a vector of the field. During the looping animation each dot
is moving a small distance in the direction of the vector it represents.

Figure 3.23: A frame from the animated US migration map represented as an estimated vector
field of small migration movements. ©1996 University of Toronto Press. Reprinted,
with permission from [Thompson and Lavin, 1996].

This method of representing discrete OD-data has not met widespread acceptance. One of the rea-
sons for that is, probably, the different nature of OD-data compared to what vector fields are aimed to
represent. Reading and comparing actual magnitudes of the flows between arbitrary origins and destina-
tions in these maps is hardly possible unless the locations are adjacent. As with segmenting into flows
between adjoining regions (see Section 3.5.6) it is very difficult to answer questions like “How many
people migrated from A to B?” or “What are the major origins of migrants coming to A?”.
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3.6.3 Density plots

Using density plots is a way to avoid edge clutter in graph visualizations by not explicitly rendering
edges [Van Liere and De Leeuw, 2003]. Instead of drawing edges as lines connecting pairs of nodes, the
density of the line intersections is depicted in each pixel of the view. Rae [2009] advocates the use of
this approach for representing OD-data (see Fig. 3.24).

Figure 3.24: Density plot showing net migration of UK districts overlaid with an undirected flow
map showing flows of a magnitude above a certain threshold. ©2009 Elsevier.
Reprinted, with permission, from Rae [2009].

When used alone this technique has similar disadvantages as vector fields: it is hardly possible to see
what the destinations of the flows of specific origins are and to read and compare actual magnitudes of
the flows. Overlaying a density plot with the largest flows drawn as lines makes it easier to understand the
main flow patterns. In this case the added value of the density plot comes down mostly to representing
the net migrations of the locations and highlighting the parts of the map which are crossed by the most of
the flows. In addition, as noted by [Wood et al., 2011], this technique assumes that the lines the density
of which such plots depict are representative of the actual routes between the origins and destinations.
In case of OD-data these routes are usually not known, therefore making this assumption can result in a
misleading visualization.

3.7 Conclusion

In this chapter we discussed flow maps, the most widely used representation of OD-data. We considered
various visualization techniques related to flow maps, tried to identify their advantages and disadvan-
tages, analyzed the current state of research regarding the efficiency of these techniques, and talked
about the problems of flow maps and the ways of addressing them.

It must be noted that in this chapter we did not discuss how temporal changes can be represented in
flow maps. There are several ways of introducing the temporal dimension into an OD-data visualization
and in Chapter 5 we discuss them. In Chapter 7 we present a user study in which we made a detailed
comparison of the two most basic ways of representing temporal changes in flow maps: animation and
small multiples.

Flow maps are arguably the most natural and easy-to-understand visualizations of OD-data. For this
reason we believe that they will remain widely used with the advent of other “less natural” representations
even if the latter prove to be more effective for certain tasks. However, not all of the shortcomings of flow
maps which we discussed in this chapter have always been fully understood. Knowing the limitations
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and ways of contending with them, understanding the tasks which flow maps address well and not so well
and having a palette of techniques and alternative representations which can deal with the weaknesses
by better addressing certain tasks can immensely help developers to avoid producing tools which leave
users with cluttered, hard to interpret or even misleading visualizations.

On our way to this goal we introduce a taxonomy of tasks for OD-data analysis in the next chapter and
in Chapter 5 we systematically describe the design space of OD-data visualizations including alternative
representations.
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Analysis tasks
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The goal of this chapter is to introduce a taxonomy of tasks which can be supported
by tools for visual exploration of temporal OD-data. The taxonomy will help us to
understand what kinds of questions can possibly be answered by analyzing temporal
OD-data. We build this taxonomy by deriving the tasks from the components of the
data. This way to identify the tasks is complementary to the user-centered approach
which we take in Chapter 8.
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4.1 Introduction

In the context of exploratory data visualization tasks are always concerned with information which needs
to be obtained from the data. Essentially, tasks are questions which data analysts need to answer and
visualization tools are built to support the analysts in finding answers to these questions.

Any tool which is intended to be useful for certain tasks must be deliberately designed in a way to
support them. Understanding the tasks of the users derived from the problems which they address allows
the developers of data analysis tools to acquire key requirements. However, acquiring this understanding
is not always an easy task. Especially when it comes to data analysis and exploration, the task defini-
tions which can be elicited from the users are often vague and imprecise and provide much space for
interpretation.

Paradoxically, it is the vagueness of the tasks which actually makes it worth using exploratory vi-
sualization. Visualization might simply be the wrong approach when the tasks are crisply defined and
all the necessary information is available and computerized. In such situations there is no real need for
exploration and fully automatic solutions should be preferred [Sedlmair et al., 2012].

Despite that, tool creators must still explicitly consider tasks. The reason for this is that there are
always real analysis tasks behind what explorers find to be useful information. Andrienko and Andrienko
[2006] argue that an explorer usually does not look at data just for the purpose of looking at it, but looks
for something interesting and this interestingness defines a relevance to the actual research questions that
the explorer addresses by doing the analysis, even if the explorer is not consciously aware of the tasks
and is guided by pure intuition in their exploration.

But how can data analysis tasks be discerned when the users are not fully aware of what they are
looking for? The answer is that we can start from the data themselves. When the structure and the
information content of the data in consideration is known we can build a taxonomy of tasks based on it.
In this case the tasks do not necessarily describe what information the users really need to find, nor what
they think they need to find, but what information can be found in the data, and this is a crucial step.
Knowing the questions which can be answered by analyzing a specific kind of data makes it possible
to deliberately choose those which need to be supported and design the tools accordingly. Making
this deliberate choice of specific tasks to support is vital for the tool creators, because it is practically
impossible to find one single visualization approach which works equally well for all kinds of tasks.

It must be clarified that what is said above does not mean that attempting to elicit the requirements
for the tools from the users and domain experts is useless. In the contrary, it is indispensable for any
tool designer to learn as much as possible about the requirements of the domain experts, in order to
characterize and abstract the problem in the very early stages of the development. However, typically
it is not sufficient to just talk to the target users, because what they say about their activities is only an
incomplete match with what they actually do and most users do not accurately introspect about their data
analysis and visualization needs [Sedlmair et al., 2012; Ericsson and Simon, 1980]. User-centered design
addresses this problem by combining interviews with user observations [Sharp et al., 2007]. Having an
understanding of the whole range of questions which can be answered through the analysis of a specific
data type can help to further mitigate the problem. Combining this understanding with the user input
makes it possible to choose out of all the possibilities those tasks which represent the best match with the
needs expressed by the users, and thus, to develop tools which are as close as possible to fulfilling their
real needs.

For our work, the main purpose of considering tasks for the analysis of temporal OD-data is to help
to define criteria upon which the effectiveness of different exploratory visualization approaches for this
specific kind of data can be evaluated which in the end can help data analysis tool creators to choose and
design better visualizations for the tasks.

In the following sections we discuss task taxonomies for exploratory visualization proposed by other
researchers and introduce a task taxonomy built for temporal OD-data.
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4.2 Existing task taxonomies

Many different task taxonomies for visualization tools have been proposed so far. The researchers who
develop such tools use different approaches and address different goals. In the next sections we will
discuss some of them.

4.2.1 Shneiderman’s task by type taxonomy

Shneiderman [1996] proposed a general taxonomy with the following tasks:

– Overview: Gain an overview of the entire collection

– Zoom: Zoom in on items of interest.

– Filter: Filter out uninteresting items.

– Details-on-demand: Select an item or group and get details when needed.

– Relate: View relations hips among items.

– History: Keep a history of actions to support undo, replay, and progressive refinement.

– Extract: Allow extraction of sub-collections and of the query parameters.

Shneiderman describes seven basic data types (1-D, 2-D, 3-D, multi-dimensional, time series, network,
tree) and discusses techniques which can be applied to support each of the tasks depending on the type
of the data under analysis. Despite its relation to the data types this taxonomy cannot be used to describe
the kinds of information extracted from data as it only recounts the features which visualization tools
should support.

4.2.2 Amar’s low-level analysis tasks

Amar et al. [2005] introduce a low-level analysis task taxonomy with the goal of describing the analytic
activity of the users. Amar’s taxonomy encompasses the following tasks:

– Retrieve Value

– Filter

– Compute Derived Value

– Find Extremum

– Sort

– Determine Range

– Characterize Distribution

– Find Anomalies

– Cluster

– Correlate

The taxonomy was built by asking people how they would approach the analysis of specific datasets.
Hence, it shows the variety of analytic questions typically posed by users when employing information
visualization systems. This taxonomy is closer to describing the information needs of the users than
Shneiderman’s taxonomy, but it also says too little about the data under analysis.
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4.2.3 ESRI common geographic analysis tasks

Mitchell and ESRI [1999] make a list of geographic analysis tasks claiming these to be the most common
tasks which people involved in geographic analysis do every day in their jobs:

– Mapping where things are

– Mapping the most and least

– Mapping density

– Finding what is inside

– Finding what is nearby

– Mapping change

This taxonomy provides a bird’s-eye view of the spatial exploratory analysis which also applies to
OD-data, albeit a more detailed and structured approach can be used to systematize tasks.

4.2.4 Bertin’s reading levels and question types

Bertin [1967] proposed a general approach for task systematization which has been used and refined
by many researchers. Bertin distinguishes tasks by the question types and by the reading levels. The
question type describes the kind of information sought, for instance:

Question Question type
What is the origin of the largest flow of migrants to California? Origin

How much money did World Bank donate to India in 2009? Flow magnitude

In which year did the number of scientific collaborations between
Norway and India start to grow?

Time

Bertin argues that as many types of questions can be asked about the data as there are components
in the information. Hence, the question types should correspond to the structural components of the data
under analysis, thus, encompassing questions concerning all the aspects of the data.

The reading level describes how many elements are concerned in the task. Bertin distinguishes three
reading levels:

Elementary – Questions concerning one single element

Intermediate – Questions concerning a group of elements

Overall – Questions concerning all the elements together.

The virtue of Bertin’s approach is that the task taxonomy is systematically derived from the data.
Thus, the derived tasks better represent the data under analysis and allow us to argue that the taxonomy
is complete (in the sense that the questions it defines encompass all the components of the data).
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4.2.5 Peuquet’s typology of queries for spatio-temporal data

Peuquet [1994] proposes a typology of queries for spatio-temporal data based on their triad representa-
tion framework consisting of the three basic components: “what”, “where” and “when”. The types of
questions in this typology are the following:

when + where ! what : Describe the objects or set of objects (what) that are present at a given
location or set of locations (where) at a given time or set of times (when).

when + what ! where : Describe the location or set of locations (where) occupied by a given
object or set of objects (what) at a given time or set of times (when).

where + what ! when : Describe the times (when) that a given object or set of objects (what)
occupied a given location or set of locations (where).

Peuquet also distinguishes types of spatio-temporal questions concerning time and changes by their
level of analysis:

– Questions addressing changes in an object or feature

– Questions addressing changes in the spatial distribution or set of objects

– Questions addressing the temporal relationships among multiple geographic phenomena.

This typology is very much in line with Bertin’s question types and reading levels. Hence, it can be
considered an application of Bertin’s approach to spatio-temporal data.

4.2.6 MacEachren’s aspects of time

MacEachren [2004] more thoroughly describes various aspects of time which can be depicted on a geo-
graphic map and associates them with analysis questions:

– Existence of an entity: if the entity exists at the specified time?

– Temporal location: when the entity exists?

– Time interval: how long is the time span from beginning to end of the entity?

– Temporal texture: how often does an entity occur?

– Rate of change: how fast is an entity changing or how much difference is there from entity to entity
over time?

– Sequence: in what order do entities appear?

– Synchronization: do entities occur together?

4.2.7 Blok’s change analysis tasks

Blok [2000] discusses change monitoring in geo-spatial context and differentiates between two basic
types of tasks which are supported by visual exploration: identification and comparison. The latter can
actually be concerned with finding any kind of relationships including causal ones. Blok also argues
that different questions can be asked depending on the length of the time series under analysis (this



42 4. Analysis tasks

is analogous to Bertin’s reading levels). Taking these two dimensions into account she proposes the
following taxonomy:

Tasks \Time series Short Longer
Identification Change? What developments? What process? Trend?
Comparison Changes? Anomalies? Relationships/causes? Anomalies?

4.2.8 Andrienko’s approach to task systematization

Andrienko and Andrienko [2006] propose an approach for systematizing tasks for exploratory analysis
of spatio-temporal data which is based on Bertin’s question types and reading levels, but with some
important differences.

The type of the question is defined in terms of its focus and target. As the approach primarily
addresses spatio-temporal data, the focus is one of their three fundamental components: objects, space
and time [Andrienko et al., 2011]. This is the same idea as in Peuquet’s triad framework [Peuquet, 1994].
Hence, there are three possible focuses:

– focus on objects (movers, events, trajectories): characteristics of objects in terms of space and
time; relations to locations, times, and other objects;

– focus on space: characteristics of locations in terms of objects and time; relations to objects, times,
and other locations;

– focus on time: characteristics of time units in terms of objects and space; relations to objects,
places, and other time units.

The target is a characteristic or relation of the focus which the question addresses. For instance, for
the question “What is the origin of the largest flow of migrants to California?” the focus is “Flow event”
and the target is the “Origin” of this flow event.

Instead of distinguishing between three levels of analysis as Bertin does (elementary, intermediate,
and overall), Andrienko define only two analysis levels (intermediate and overall are combined together
into synoptic tasks):

– Elementary tasks: Focus on one or more elements of a set with their particular characteristics and
relations.

– Synoptic tasks: Focus on a set of elements as a whole or its subsets as wholes, disregarding
individual elements (dealing with sets as wholes implies making a sort of synopsis concerning
these sets, hence the name synoptic).

Andrienko further detail the task systematization by making distinctions between several classes of
elementary and synoptic tasks:

Elementary tasks

– Lookup: Find values of some data components that correspond to given values of other compo-
nents.

– Comparison: Compare characteristics to specific values or between different references.
– Relation seeking: Find references (e.g. dates) for which specific relations exist between the

attributes corresponding to the references.

Synoptic tasks
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– Pattern definition: Assigning a pattern to a particular type, summarization of characteristics.
– Pattern search: For a specified pattern find subsets of references such that the behavior over those

subsets corresponds to this pattern.
– Pattern comparison: Differentiation between behavior fragments.
– Relation seeking: Looking for major contrasts, changes, and discontinuities; detection of outliers

and deviations from the major trend.

This approach allows building a systematic and exhaustive taxonomy of tasks for a specific type
of datasets as long as the focuses and the targets enclose all characteristics and relations of the data
[Andrienko et al., 2011]. Having an exhaustive task taxonomy makes it possible to analyze visualization
tools judging their effectiveness based on the tasks they support.

4.3 Taxonomy of tasks for temporal OD-data analysis

We decided to apply the approach proposed by Andrienko and Andrienko [2006] to building a taxonomy
of tasks for the analysis of temporal OD-data. There are three main reasons for choosing this approach:

• First, it is the most systematic and detailed to the date.

• Second, it allows building a taxonomy by deriving it directly from the data model.

• Last, but not the least, it results in a complete taxonomy which encompasses questions concerning
all of the components of the chosen dataset (or a type of datasets).

In this section we present the task taxonomy for temporal OD-data analysis which we built by apply-
ing the approach and discuss the analysis questions which it encompasses.

4.3.1 Scopes of elementary and synoptic tasks

From the data model defined in Chapter 2.1.1 we can discern the following main structural components
of temporal OD-data which constitute the set of possible focuses for the analysis tasks:

– Flow event

– Origin

– Destination

– Time

For each of these components there are several targets representing the characteristic of the component
which the task addresses. A combination of the focus and target defines the scope of questions addressed
by the tasks. The scopes of temporal OD-data analysis questions which can be asked for each particular
focus-target combination are shown in Table 4.1.

Flows in OD-data are usually directed, hence, there is an important difference between the origins
and the destinations. Therefore, the tasks focusing on “origin/destination” are actually two separate
groups of tasks. However, we combined them together, as most of them are essentially the same. Where
we used the word “location” it should be replaced with either “origin” or “destination” depending on the
focus of the task. The “Opposite location” for tasks focusing on “origin” is “destination” and the other
way around. The tasks which concern the assymetry of the flows of the opposite directionality between
particular locations (e.g. “How does the magnitude of A!B compare to the magnitude of B!A?”)
are still covered by the scope focusing on multiple “origin/destination” locations with the target “total
magnitude”.



Focus Target Elementary task Synoptic task

Time Positions of flow events in time Temporal distribution of flow events
Origin Origins of particular flow events; their locations Spatio-temporal distribution of origins of flow events
Destination Destinations of particular flow events; their locations Spatio-temporal distribution of destinations of flow events

Flow event Magnitude Magnitudes of particular flows Spatio-temporal distribution of flow magnitudes
Distance Distances between origins and destinations of particular flow

events
Spatio-temporal distribution of flow distances

Context Spatio-temporal context of this event Relation of the spatio-temporal distribution of flow events to the context
Relations between
flow events

Relations between particular flows events Relations between flow events; spatio-temporal distribution

Flow events Flow events of particular locations Patterns of the distribution of the flow events of locations
Time Time of presence of flows from/to particular locations Temporal patterns of the flow presence for locations
Opposite location Opposite locations (destinations/origins) of the flows of particu-

lar locations
Distribution of the opposite locations of flows (e.g. clusters of destina-
tions for some origins); its change over time

Distance Distances of the flows of particular locations Spatio-temporal distribution of the flow distances
Origin/desti-
nation

Total magnitude Total magnitude of the flows for particular locations Spatio-temporal distribution of the total magnitudes of the flows of lo-
cations

Number of flows Number of the flows of particular locations Spatio-temporal distribution of the numbers of the flows
Context Relations to the spatio-temporal context Spatio-temporal distribution of locations relate to context
Relations between
locations

Relations between particular locations (e.g. same origins/desti-
nations, correlated changes of total magnitudes)

Relations between locations; their change over space and time

Flow events Flow events of particular moments in time; their spatial configu-
ration

Changes over time of the flow events and their spatial configurations

Origins/destinations Origins/destinations of the flows of particular moments in time Patterns of change over time of the origins/destinations of flow events
Time Context Context of particular moments in time; relation of flow events of

particular moments in time to their contexts
Relation of spatio-temporal distribution of flow events to their temporal
contexts

Relations between
moments in time

Relations between particular moments in time (e.g. how do the
flows differ, what are the origins/destinations)

Specific relations between different moments in time (e.g. moments
which are characterized by significant changes of flow magnitudes);
their distribution over space and time

Table 4.1: Scopes of elementary and synoptic tasks for temporal OD-data analysis depending on the tasks’ focus and target. Based on the types of tasks table
from [Andrienko et al., 2011], but adapted to temporal OD-data.



Classes of elementary tasks Classes of synoptic tasks

Lookup

Direct: “What was the magnitude of the flow A!B in year N?”

Inverse: “When did the magnitude of the flow A!B exceed X?”

Pattern identification

Pattern definition: “What was the trend of the magnitude of A!B in years N to M?”

Pattern search: “In what time intervals was the magnitude of A!B growing?”

Comparison

Direct comparison

With attribute value: “Did the magnitude of A!B exceed X in year N?”

Between references: “How did the magnitude of A!B change from year N to M?”

Between attributes: “What was the difference between the total magnitudes of
incoming and outgoing flows of A in year N?”

Inverse comparison

With reference: “Did the total magnitude of the flows from A exceed X before or
after year N?”

Between references: “How do dates on which the total magnitude of flows from A
exceeds X and goes below Y compare (which was before, what’s the interval)?”

Pattern comparison

Direct comparison

With pattern: “Was the magnitude of A!B growing in years N to M?”

Between references: “What was the distribution of the magnitudes of the flows orig-
inating in A in year N compared to year M?”

Between attributes: “How does the distribution of destinations of flows from A differ
from the distribution of the origins of flows to A?”

Inverse comparison

With reference sets: “How is the trend of growing outgoing flows related to the
political situation?”

Between reference sets: “How are periods of growing outgoing flows related to pe-
riods when they were decreasing?”

Relation-seeking

Between references and between attributes: “Are there any two locations which had
large incoming flows from A simultaneously?”

Between reference characteristics: “When did the total magnitude of outgoing flows
from A exceed the total magnitude of year N?”

Between references: “In which locations did the total magnitude of the outgoing
flows grow from year N to year M?”

Between attributes: “In which locations did the total magnitude of outgoing flows
exceed the total magnitude of incoming flows.”

Relation-seeking

Between reference sets and between attribute patterns: “Are there any two locations
which during different time intervals had the same trend of total magnitude change?”

Between attribute patterns over subsets of a reference set: “In what time interval was
the trend of the total outgoing flow magnitude opposite to that in the given interval?”.

Between attribute patterns over different reference sets: “In which regions did the con-
figuration of the flow origins-destinations change significantly during years N and M?”

Between patterns of different attributes: “In which time periods were the trends of the
total magnitudes of the outgoing and incoming flows the same?”

Table 4.2: Example tasks illustrating the classes of elementary and synoptic tasks for the analysis of temporal OD-data. Based on the table showing correspon-
dence between classes of elementary and synoptic tasks from [Andrienko and Andrienko, 2006], but adapted to temporal OD-data. The notation
A!B should be read as “Flow from A to B”.
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It has to be mentioned that it is possible for a task to be elementary with regard to one data component
and synoptic with regard to another component. For instance, when looking at the distribution over time
of the destinations of the flows from a specific origin, the task is elementary with respect to “origin” and
synoptic with respect to “time” and “destination”. To distinguish between them in the rest of the thesis
we will use the following terms:

Spatio-temporal synoptic task
Tasks which are synoptic in respect to “time” and one or both of “origin” and “destination”.

Temporal synoptic task
Tasks which are synoptic in respect to “time” and elementary in respect to both “origin” and “destina-
tion”.

Spatial synoptic task
Tasks which are synoptic in respect to “origin” and/or “destination” and elementary in respect to
“time”.

4.3.2 Classes of elementary and synoptic tasks

Each of the task scopes shown in Table 4.1 represents a number of questions of different classes (see
Section 4.2.8). Providing a complete taxonomy of tasks for each focus-target-class combination would
take too much space, therefore in Table 4.2 we show example questions of different scopes which illus-
trate the classes of elementary and synoptic tasks. We will presume, though, that the complete taxonomy
incorporates tasks for all valid focus-target-class combinations.

To illustrate the relation between the two tables, let us consider the first question in Table 4.2: “What
was the magnitude of the flow A→B in year N?” which belongs to the class of elementary direct lookup
tasks. To find the matching cell in Table 4.1 for this task we identify its focus as “Flow event” and the
target as “Magnitude”, therefore the scope of this elementary task is “Magnitudes of particular flows”.

The task scopes describe the data components and their characteristics which the questions consider
and address while the classes outline the nature of the tasks from their operational perspective.

4.4 Conclusion

In this chapter we discussed various approaches to building taxonomies of tasks for exploratory data
analysis, and presented our own task taxonomy for temporal OD-data.

We applied the approach proposed by Andrienko and Andrienko [2006] which is based on the ideas
of Bertin [1967] and influenced by Peuquet [1994] and Blok [2000]. To build the taxonomy we started by
taking the main components of the data model which we discussed in Chapter 2.1.1, then discerning the
basic question types and targets, identifying the elementary tasks, which deal with individual elements,
and the synoptic tasks dealing with sets of elements as wholes. The resulting taxonomy covers the
questions which can be answered by analyzing temporal OD-data.

We did not provide the complete list of the analysis questions the taxonomy encompasses because it
would require too much space and would not be very useful anyway. Instead, we provided the full list of
the scopes of these questions and their classes. The combination of the two defines the structure of the
full taxonomy. This structure is defined in accordance with the methodology described by Andrienko et
al. [2011], and our contribution is merely in applying this methodology to temporal OD-data.

This taxonomy allows making judgments about the effectiveness of different approaches to the vi-
sualization of temporal OD-data. Besides, it can help to design new visualization tools by m“aking tool
developers aware of the tasks which can possibly be supported and by letting them to make a deliberate
choice of tasks to support. We will refer to this taxonomy in the rest of the thesis when appropriate.
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Flow maps are by far not the only way of representing OD-data. There are several
alternatives which we talk about in this chapter. We use a systematic approach to de-
scribe the design space of temporal OD-data visualizations and identify the analysis
tasks for which each of the alternatives may be suited best. This allows us to give a
number of recommendations for the choice of design alternatives depending on the
tasks which must be supported in the first place.

47



48 5. Design space exploration

In this chapter we investigate the main design alternatives for the visualization of OD-data and tem-
poral OD-data. We attempt to systematically explore the space of the possibilities and identify some of
the main principles upon which the existing approaches and techniques rely. We discern aspects of OD-
data important for the analysis and find the approaches which are better suited for representing each of
these aspects. This also lets us to identify the analysis tasks which are better supported by the techniques
depending on the way they are fundamentally built and allows us to formulate design choice recommen-
dations. The results of this exploration can be of use for developers of analytic tools for choosing the
most appropriate technique for the tasks their tools must support as well as for researchers devising new
visualization techniques.

5.1 Visualizing OD-data

In this section we provide a summary of the existing techniques for visualizing OD-data in order to make
a detailed comparison of their characteristics and the particular aspects of OD-data they represent. First,
we consider the existing techniques for non-temporal OD-data and then discuss the ways of adding the
temporal dimension to them.

Flow map

Flow maps are node-link diagrams in which the flows are represented as lines connecting locations on a
geographic map. The varying magnitudes are shown with the widths of the flow lines. Flow maps were
thoroughly discussed in Chapter 3, therefore, we only provide another example of a flow map in Fig. 5.1.

Figure 5.1: Flow map showing migrations between the Swiss cantons. The bar chart to the left
shows the total incoming and outgoing flow magnitudes for the cantons, and the circle
sizes represent the populations of the cantons. (Image produced by the author of this
thesis for Neue Zürcher Zeitung during his work at Interactive Things).
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Chord diagram

Chord diagrams discard the geographic positioning and use radial layout for representing locations, i.e.
they are placed on a circle. Flows are shown as lines of varying widths connecting the nodes. Each
flow line serves to show the magnitudes of the flow in both directions, as the line thickness on the two
ends can be different. The flows of the same nodes are grouped in a way which allows us to see the
total magnitudes of the flows of each node. A reordering of the nodes along the circle can be applied to
correspond with geography in some way, for example, by grouping locations which are in a neighborhood
as in Fig. 5.2. Chord diagrams are often easier to read than flow maps because they use screen space
more efficiently by distributing the nodes along a circle.

Figure 5.2: (left) Chord diagram showing migration between San Fransisco districts (interactive
visualization by Bostock [2012]); (right) Necklace maps showing population of the
provinces in the Netherlands and the relocation flows between the provinces ©2011
IEEE. Reprinted, with permission, from [Speckmann and Verbeek, 2010].

Speckmann and Verbeek [2010] proposed a variation of chord diagram based on the use of Necklace
maps which attempt to maintain a better connection with the geography (Fig. 5.2). However, because of
the use of color coding, this approach only works well for a relatively small number of nodes.

Arc diagram

In arc diagrams nodes are placed on a straight line and are connected by circular arcs representing con-
nections between the nodes. As in flow maps varying the thicknesses of the arcs can be used to represent
the magnitudes of the flows. The nodes are usually sorted in some meaningful way, e.g. to minimize
crossings or to represent geographical distances from one selected location.

Figure 5.3: A fragment of an arc diagram visualizing rides between bus stops in Singapore using
color gradient to show flow directions. (Image by the courtesy of Till Nagel).
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Sankey arcs

This is a modification of the arc diagram recently proposed by Nagel et al. [2012] using a similar ap-
proach as Sankey flow maps which we discussed in Section 3.3.3. Instead of drawing all of the arcs
directly from the node centers, their ends are placed adjacent to each other. As a consequence, the total
magnitudes of the outgoing and incoming flows of a node can be easily compared across the nodes (see
Fig. 5.4). Note that the chord diagram in Fig. 5.2 also uses this approach to enable comparison of the
node totals.

Figure 5.4: Sankey arc diagram visualizing rides between bus stops in Singapore. (Image by the
courtesy of Till Nagel).

OD-matrix

In Section 2.1 we discussed OD-matrix as an approach to represent OD-data in the memory of a com-
puter. The data is represented in a matrix, the rows of which correspond to the origins, the columns –
to the destinations, and the cells – to the magnitudes of the flows between the respective origins and
destinations. The same approach to structuring OD-data can be used to visualize them. Fig. 5.5 shows a
heatmap representation of an OD-matrix (the colors of the matrix cells represent the flow magnitudes).
An important advantage of this way of depiction of OD-data is that it does not involve drawing flows
lines, hence, it is completely devoid of clutter cased by the line crossings in node-link diagrams. This is
less of an advantage, however, if the matrix is sparse, that is, if it is populated primarily with zero mag-
nitudes. In this situation a flow map might be more effective, as it will show the geographic distribution
while not having too much clutter.

Figure 5.5: OD-matrix showing migrations between the cantons in Switzerland. In the left matrix
the rows and columns are ordered alphabetically, in the right one – by the distances to
the canton centroids from Zurich. (Image produced by the author of this thesis).
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Bertin [1967] introduced the notion of reorderable matrix representation. Either manually or using
an algorithmic approach rows and columns of a matrix can be reordered in various ways to better repre-
sent structural patterns of the data. Automatic approaches often involve algorithms allowing to generate
permutations placing similar rows and columns closer together [Chen et al., 2004]. This requires intro-
ducing proximity measures defining the similarities between rows and columns. The process of finding
good row and column permutations which reveal clusters in the data is sometimes called seriation, and
there is a large number of methods described in the literature for solving this problem (e.g. Robinson
matrix, elliptical seriation [Wu et al., 2008; Hahsler et al., 2007]).

A specific ordering can also be used to represent an intrinsic property of the nodes. For exam-
ple, Becker et al. [1995] discuss an OD-matrix representation of network traffic in which the rows and
columns are ordered according to the West-to-East geographic positions of the corresponding origins and
destinations. In Fig. 5.5 (the right matrix) the rows and columns are ordered by their distances from a
selected location, namely, from the centroid of canton Zurich. Even this simple ordering reveals several
clusters which are not visible with the alphabetic sorting (the left matrix in Fig. 5.5). A good matrix re-
ordering can reveal high-level structure in the same matrix representation which provides a very detailed
view of the data [Fekete and Henry, 2009].

OD-treemap

Figure 5.6: OD-treemap showing the magnitudes of the refugee flows between the world’s coun-
tries. The sizes of the rectangles represent the magnitudes of the flows in 2009, the
color shows the changes of the numbers of refugees between 2008 and 2009 (red is
positive, blue is negative). The position of the arrow in the labels of the rectangles
indicates whether the location is an origin or a destination. (Image produced with the
help of Luc Girardin and TreeMap software [Brodbeck and Girardin, 2012]).

OD-treemap is a kind of a treemap [Shneiderman and Wattenberg, 2001] in which the hierarchy
is defined by the relation between the origins and destinations, that is, the origins are the parents, the
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destinations of the flows from a specific origin are the children of this origin in the hierarchy. Thus,
in OD-treemap any rectangle corresponding to an origin contains all the rectangles corresponding to its
destinations. A reverse hierarchy in which the destinations are the parents is also possible. Additional
levels of hierarchy can be easily introduced into the treemap by spatially grouping the locations, for
example, into regions as in Fig. 5.6.

Map2

Map2 proposed by Guo et al. [2006] employs the idea of OD-treemap nesting, but instead of using
the area of the rectangles to represent the total flow magnitudes of the locations it uses equally sized
rectangles, but arranges them in a way so that their positions resemble the actual geographic placement.
It displays separate maps corresponding to each of the origins, and each of these small maps shows the
magnitudes of the flows from the origin the map represents to different destinations. This is an example
of a very effective use of small multiple display.

Figure 5.7: Map2 visualization of US companies which relocated from one state to another. ©2006
IEEE. Reprinted, with permission, from [Guo et al., 2006].

OD-map

Wood et al. [2010] bring the idea of nesting employed in Map2 and OD-treemap even further. As in
Map2 they use a small multiple display consisting of small maps representing each of the origins and
each small map shows with the color the magnitudes of the flows from the origin it represents to different
destinations. However, in OD-maps it is essential that the large map is divided into cells with a regular
grid in exactly the same way as the small maps nested in it. Each grid cell becomes a new location and
if multiple locations of the original data fall into the same cell, the flows of these will be aggregated.
This way the layout of the rectangles on the both levels of the hierarchy strictly corresponds to the actual
geographic layout. The rectangles are actually cells of a grid drawn on a geographic map.
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Figure 5.8: OD-map representing about one million migration flows between the US counties. The
approach is described in [Wood et al., 2010].

However, grouping together locations which fall into the same grid cells makes it impossible to
see the flows of the individual locations in each group. This can be detrimental in situations when
locations which should be considered separately fall into the same grid cell. To avoid such situations an
approximate geographic layout can be used where each location of interest has a dedicated grid cell, and
the cells are arranged so that the final layout resembles the actual geographic layout. To produce such
a layout an automatic algorithm can be used, for instance, spatial treemap layout which we discussed in
Section 3.6.1.

Hive plot

Figure 5.9: Hive plot showing E. coli gene regulatory network. (Image by the courtesy of Martin
Krzywinski).
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Hive plot proposed by Krzywinski et al. [2011] is an attempt to find a better alternative for cluttered
node-link diagrams. It has multiple axes on which nodes are placed depending on a category they belong
to. Same nodes can be placed on multiple axes at the same time if they belong to multiple categories.
The connections between the nodes are still drawn as lines as in node-link diagrams, but because of the
node placement on the axes, the resulting representations are often less cluttered. The number of the axes
can vary and each axis has a special meaning chosen by the chart designer, so that positioning the nodes
on the axes conveys important information about the nodes. For instance, for OD-data it could make
sense to use three axes: one for the nodes which have only outgoing flows, for the nodes which have
only incoming flows, and for the rest. The nodes on each of the axes can be grouped by the geographic
proximity, or can be sorted by the total magnitudes of their flows. Flows can then be drawn as lines of
varying widths connecting the locations.

Symbol map

A map with symbols (e.g. bubbles as in Fig. 5.10) plotted over it showing the total incoming and outgoing
flow magnitudes for each of the locations. The bubbles showing incoming and outgoing flows may be
distinguished by their color: one color corresponds to the incoming flows, another to the outgoing ones.
The actual flows are not shown, therefore there is no cluttering problem. To see the actual flows between
a specific origin/destination pair the user has to interact with the view by selecting a node. When a node
is selected the flows of this node can be either shown as lines in a flowmap, or “filtering” is applied the
view, that is, the circle sizes are updated to only represent the flows to and from the selected node.

Figure 5.10: Symbol map view showing AidData donors (blue) and receivers (red). (Image pro-
duced by the author of this thesis).

O and D symbol maps

Same as symbol map, but using two separate maps: one for the origins, another for the destinations
with bubbles representing the totals for each of the locations. Thus, in the origins map the totals for the
outgoing flows are shown, in the destinations map – for the incoming. As bubble map this view also
requires user interaction to see the individual flows. When the user selects a node, the opposite map can
be updated to show only the flows from or to the selection.
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Figure 5.11: O and D symbol maps representing Moscow metro passenger rides at 8 a.m. (Image
produced by the author of this thesis with Tableau).

5.1.1 Classification of OD-data representation techniques

As the next step, we consider different aspects of OD-data representations which are important for the
analysis and classify the visualization techniques according to these aspects. The aspects which we
selected for the classification are closely tied with the basic components and characteristics of OD-data
discussed in Chapter 2 as well as to the analysis tasks taxonomy introduced in Chapter 4. At the same
time we chose them in a way so that it is possible to make meaningful distinctions between the techniques
in terms of the ways these techniques represent the components of the data.

For the classification we considered the following aspects:

– Layout
The way the nodes representing the locations are laid out on the screen.

– OD
The way the origins and the destinations are positioned and whether and how the distinction be-
tween the origins and the destinations is made.

– Flow
How flows between the origins and the destinations are represented.

– Direction
How the directions of the flows are represented.

– Magnitude
The way the flow magnitudes are represented.

– Distance
Whether and how the distances between the origins and destinations are represented.

– OD total
Whether and how the outgoing and incoming totals for the nodes are represented.

– OD degree
Whether the numbers of the outgoing and incoming flows of each node are represented.

Table 5.1 shows how the techniques listed in Section 5.1 compare in respect to the above aspects.
This classification will allow us to access the suitability of the techniques for the analysis tasks. The
possibilities for “Layout” and “OD” require an additional explanation, hence, they are discussed in the
next subsections.



Table 5.1: OD-data visualization techniques. The table shows how the techniques compare in respect to the ways in which they represent the components and
characteristics of OD-data.

Technique Layout OD Flow Direction Magnitude Distance OD total OD degree
Flow map geo same explicit line directed line line thickness yes1 optional2 yes
Chord diagram circular same explicit line directed line line thickness no yes3 yes
Arc diagram linear same explicit line directed line line thickness no optional4 yes
Sankey arcs linear same explicit line directed line line thickness no yes5 yes
OD-matrix linear matrix row!column row!column cell fill color no optional6 yes
OD-treemap fit7 nesting parent!child parent!child cell fill color no yes8 yes
Map2 geo nesting parent!child parent!child area fill color yes yes9 yes
OD-map geo nesting parent!child parent!child cell fill color yes yes10 yes11

Hive plot linear separate explicit line O-axis!D-axis12 line thickness no optional13 yes
Symbol map geo same on-demand14 O-color!D-color on-demand15 yes yes16 on-demand
O and D symbol maps geo separate on-demand O-map!D-map on-demand17 yes18 yes19 on-demand

1The easiness and the accuracy of the distance estimation depends on the projection used.
2“Optional” means that the view has to be augmented with additional graphical objects to represent the aspect.
3segment size
4overlay with circles or bars, circle sizes or bar heights represent the totals
5total outgoing lines thickness of the node
6column/row "overall color"; rather hard to estimate
7The layout utilizes all available space, but can optionally produce an arrangement which is approximately geographic.
8Either for origins or for destinations: full size of the rectangle representing the location.
9Either for origins or for destinations: overall color of the cell composed of the subcells of different colors. Rather hard to estimate.

10Same as Map2
11But due to aggregation within the grid cells, the degrees of the original nodes are not necessarily shown.
12or directed line
13overlay with circles, circle size represents the total
14“On-demand” means that the user is required to interact with the view in order for the property to be represented graphically.
15circle size or line thickness
16circle size
17circle size
18Hard to estimate, because the origins and the destinations are shown in different maps.
19circle size
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Layout

The way the origins and the destinations of OD-data are laid out in the visualization has a great influence
on its readability as well as on the tasks which the visualization can support. There are the following
options in our classification:

– Geographic
The nodes are placed according to their locations on a geographic map, thus, supporting tasks
concerning the spatial distribution of the flows.

– Linear
The nodes are placed on a straight line (or several straight lines depending on the type of nodes as
in case of the hive plot). A specific ordering might be applied. As a result, the number of crossings
between the lines connecting the nodes can be significantly reduced in comparison to a flow map.

– Circular
The nodes are arranged radially, that is, they are placed on a circle. In this case the number of
line crossings between the lines connecting the nodes is not reduced, however, there is usually less
clutter than in a flow map, because the nodes are not occluded by the flows and vice versa.

– Fit
The node layout algorithm uses a space-filling technique attempting to fit the nodes in the available
space. Treemap is a notable example of such a layout. Often, in the end the node positions do not
have intrinsic meanings and do not represent the spatial configuration of the locations. However,
algorithms exist which attempt to produce layouts resembling the geographic placement of the
nodes and utilizing the whole available space at the same time [Mansmann et al., 2007; Wood and
Dykes, 2008].

OD arrangement

This aspect concerns the way the origins and the destinations are positioned and whether and how the
distinction between the origins and the destinations is made in the view. In Fig. 5.12 we show pictographs
of the following four design alternatives for representing OD-data without the temporal dimension:

A. Same
No distinction is made between the origins and the destinations when they are positioned. Flows
are shown either explicitly as lines connecting the nodes (as in flow maps), or “on-demand”, that
is, by interactively filtering the view or drawing flow lines when a specific node is selected. When
used with a geographic representation, this way of arranging the origins and the destinations is
the best of the four alternatives in terms of supporting tasks related to the spatial components of
the data. This arrangement realistically portrays the orientation of the flows in space and their
distances. However, it can result in producing a lot of visual clutter when flows are explicitly
drawn as lines.

B. Separate
The origins and the destinations are placed in two separate parts of the view. These two sepa-
rate parts might show the total outgoing and incoming flows for the origins and the destinations
respectively. The flows between specific origins and destinations might be either represented as
lines drawn across the “sub-views” or shown on-demand. Despite the separation the positioning
in each of the sub-views can still be geographic. However, because of the separation, spatially
relating origins to destinations, estimating distances and seeing other patterns is more difficult.
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Figure 5.12: Design alternatives in terms of the OD arrangement for representing OD-data without
the temporal dimension.

The clear separation between the origins and the destinations makes it possible to produce visual-
izations in which it is easier to compare the totals of the origins or of the destinations and also to
reduce the amount of visual clutter.

C. Matrix
The origins correspond to the rows and the destinations to the columns of a matrix (the opposite
is also possible). The flow magnitudes are shown by coloring the cells of the matrix. Matrix
rows and columns can be freely reordered, hence, this representation can be very effective for
revealing clusters of origins and destinations with similar flows, thus, supporting synoptic pattern
identification tasks focusing on the flow events with the targets of their origins and destinations.
The representation is not geographic, but an ordering of the rows and columns according to a
geographic property of the locations can be applied. No lines have to be drawn to depict the flows,
thus, the view is free from clutter caused by overlapping lines.

D. Nesting
The relations between the origins and the destinations are shown by nesting. Either the destinations
are nested in the origins or the reverse. The placement of the nodes can be non-geographic (as in
OD-treemap), approximately geographic or strictly geographic (as in OD-maps). Spatially relating
origins to destinations is difficult because of the nesting. The level of detail is limited as the nested
elements must be fit within a smaller available space. Despite the disadvantages this arrangement
allows presenting a very good overview without any clutter, because, as in the matrix approach, no
lines have to be drawn to depict the flows. Thus, the approach scales very well to the number of
flow events. When used with a geographic layout such a representation can very effectively portray
the spatial distribution of destinations for each of the origins. This means that it can provide a very
good support for the spatial synoptic tasks focusing on the origins and targeting the destinations.
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In contrast to the matrix arrangement with nesting the distribution of the totals for the locations
(either for the origins or for the destinations) can also be shown and compared across the locations.
Besides, this approach permits the use of a fully geographic placement (see Section 5.1) which is
not possible with the matrix arrangement.

5.2 Visualizing temporal OD-data

In the previous section we considered OD-data without the time dimension. However, the major chal-
lenge is in bringing together the spatial and the temporal dimensions of OD-data in a way which makes
it possible to explore the relationships between their temporal and non-temporal aspects. In this section
we discuss visualization design alternatives which can help to address this challenge.

5.2.1 Related work

Gleicher et al. [2011] propose a taxonomy of visualization designs supporting visual comparison and
suggest that any such design can be classified as one of (or a combination of) the three basic categories:

– Juxtaposition: The compared objects are represented separately either in space or in time (this
can correspond either to small multiples or to animation which we consider later in this section).
This approach requires the viewer to memorize details about separate objects in order to make
comparisons.

– Superposition: Representation of the compared objects are shown at the same time on top of one
another. This approach takes the most advantage of the human vision for making comparisons.

– Explicit encodings: The differences (or relationships) between the compared objects are computed
and shown explicitly. Visualizations of this category rely on computation to determine the differ-
ences.

This taxonomy is very general and is not limited to the representations of changes over time. It
identifies the fundamental approaches which visualizations for comparison can use, and is therefore
very much related to what we discuss in the rest of the chapter. However, it primarily focuses on how
visualizations can be organized to enable comparison, whereas we want to narrow the focus to the ways
temporal changes can be represented.

Peuquet [1994] propose a high-level framework for representing temporal dynamics in geographic
information systems enumerating the following cartographic approaches for representing time:

– Manipulating the symbology within a single visual cartographic display;

– Using a sequence of static maps that represent “snapshots” at sequential moments in time;

– Presenting a sequence of discrete displays at various speeds or dynamically modify display ele-
ments via a program or interactive control;

– Augment static maps display with supplementary graphs depicting the change in a specific variable
in specific locations or over the entire region.

These approaches fully apply to visualizing temporal changes in OD-data, therefore, we will refer to
them in our design space exploration.

Finally, Andrienko et al. [2011] introduce a taxonomy of generic approaches for the analysis of
spatio-temporal data related to movement. The authors distinguish visualizations according to the ways
the fundamental components of spatio-temporal data are represented in them and discuss the tasks which
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the different types of visualizations address. While OD-data is one of the data types considered in this
taxonomy, it is not its main focus. For this reason, some of the important aspects of OD-data as well
as some analysis tasks and visualization approaches were not included in this general taxonomy. Being
inspired by the methodology, we therefore, decided to apply it to temporal OD-data and systematize the
ways in which they can be visualized.

5.2.2 Representation of time

As we just mentioned, Peuquet [1994] described four basic cartographic approaches for representing
time. In addition, it is possible to use a three-dimensional representation in which the temporal changes
are depicted in one of the three dimensions and the other two are used for a spatial or an abstract two-
dimensional representation of the flows of specific moments in time [MacEachren, 2004; Kraak, 2003;
Adali et al., 2012]. All these approaches apply to visualizing temporal changes in OD-data, so we can
make the following list of the alternatives for representing time:

Small multiples

A static sequence of images each depicting a certain moment in time. The images are presented to the
user at once. The approach has a limited scalability to the number of represented time periods, because
the more time periods are shown the smaller each individual image has to be, and the more difficult it
is to see the details. But given that the number of time periods is relatively small it can provide a very
good support for synoptic spatio-temporal tasks allowing the analysis of the changes of the overall
distribution of the flows over time. It is much less effective, though, for tracking the changes of the
individual elements over time, that is, for temporal synoptic tasks which focus on individual flows or
locations. The reason for this is that it is difficult to locate a specific element visually in each of the
small multiples and track the changes of a specific element across the multiple views ignoring all the
other elements. We discuss this in somewhat more detail in Chapter 7.

Figure 5.13: Small multiples view of the refugee dataset showing data for several years.

Animation

A sequence of images each depicting a certain moment in time, but presented one after another in an
animation or with the use of an interactive control for switching between specific moments in time.
Having one large view gives an important advantage for the analysis of the individual elements in a
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specific moment in time. Thus, in case if a spatial layout is used, the spatial tasks, both elementary
and semantic, can be very well supported by allowing the user to observe a specific moment in time.
Animating over time is especially effective for detecting the appearance and disappearance of elements
(again, Chapter 7 provides more insight on that), that is, for the elementary tasks in respect to the
temporal component focusing on flows or locations and targeting time. More generally, animation is
usually more effective for comparing changes between subsequent time periods than for seeing the
overall temporal patterns, thus, temporal elementary tasks are better supported by this approach than
temporal synoptic tasks.

Figure 5.14: Animated view showing commuter flows in Slovenia. When the play button is
pressed, the temporal changes of the flow magnitudes represented by the flow line
thicknesses are animated.

Embedding

Temporal data is embedded into a non-temporal static view by introducing separate graphical elements
to represent the flows in each of the moments in time in consideration (Fig. 5.15) or by providing each
of the elements portraying flows or nodes with mini time series, glyphs or any other kind of graphical
representation of the temporal changes of the flow magnitudes (Fig. 5.16). In other words, the changes
of the data corresponding to each of the elements can be seen at once in a static view providing support
for temporal synoptic tasks. In case if a geographic layout is used this means that spatio-temporal
synoptic tasks can be supported as well. However, it is often quite difficult or next to impossible to
visualize all the flows and the temporal changes of their magnitudes in one static view in a readable
way avoiding cluttering and cognitive overload unless a small number of flows and moments in time
is visualized.
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Figure 5.15: Embedding temporal data into a flow map. The flows of refugees of different years
are shown in the same flow map at once. (Used with permission).

Figure 5.16: Another example of embedding: OD-matrix representation of AidData with embed-
ded time series showing the temporal changes of each of the flows’ magnitudes. (Im-
age produced by the author of the thesis).
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3rd dimension as time
One of the dimensions of a 3D representation is used to show the temporal changes and the two others
for a 2D representation of the data at each specific moment in time. When used with a geographic
layout the approach has basically the same idea as space-time cube [Kraak, 2003].

Potentially, such an approach could provide support for spatio-temporal synoptic tasks in one static
view. However, as with embedding it is quite difficult to create such a representation so that it is free
of occlusion unless the number of the portrayed flows is very small. Fig. 5.17 shows how this approach
can be used for a dataset with a very small number of flows [Proulx et al., 2010]. As with embedding,
in the third dimension it is easier to depict only the node totals (as opposed to the flows) and their
changes over time. Similar approaches were used in [Adali et al., 2012; Tominski et al., 2005].

Figure 5.17: Temporal OD-data visualization of money transfers using the 3rd dimension to rep-
resent time made with the Oculus GeoTime software. ©2010 IEEE. Reprinted, with
permission, from [Proulx et al., 2010].

Supplementary view
The temporal data is shown in a separate view which is connected to the representation of the origins
and the destinations either by explicitly showing the relationships between elements (visual linking)
or by synchronized interaction (brushing). Using this approach gives the visualization designer the
freedom of choice of the temporal representation. Hence, the designer can choose a representation
with the best support for temporal tasks, both elementary and synoptic. However, relating the spatial
and temporal components can be more difficult with this approach requiring additional interaction or
visual cues. An example of such representation is presented in Chapter 6.

In principle, each of the above approaches can be applied to any of the non-temporal OD-data vi-
sualization techniques shown in Figure 5.1. The resulting visualization will be capable of representing
temporal OD-data. However, not all of the visualizations which can be created this way are equally useful
for all of the tasks. In order to better understand the differences between the visualizations in Figure 5.18
we classify them according to the approaches they use for OD arrangement and Representation of time.
These two aspects correspond to the three main components of temporal OD-data: origins, destinations
and time. Hence, they describe the way the visualizations are fundamentally built and allow us to argue
about the tasks which they can support.
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Figure 5.18: Design alternatives for representing OD-data with the temporal dimension.



5.3. Recommendations for design 65

5.3 Recommendations for design

Considering the design alternatives presented in Figure 5.18 and the analysis tasks discussed in Chapter 4
we can give a few general recommendations on the choice of the representation of temporal OD-data
depending on the tasks which have to be addressed. These recommendations are based on the analysis
of the strengths and weaknesses of the alternatives.

Addressing synoptic tasks is usually more challenging than elementary, thus, we can argue that the
former should have a higher priority when choosing a visual representation. In Fig. 5.19 we schematically
represent a decision tree which can help visualization designers to choose an alternative depending on
the synoptic tasks support for which is most important.

Synoptic tasks

temporal *5 (supplementary)

spatial
number of flows is small? A2 (same, animation), A5 (same, supplementary)

number of flows is large? D2 (nesting, animation) with geographic layout

spatio-temporal

focus: totals target:
Os and Ds separately B3 (separate, embedding)

locations (no distinction between O and D) A3 (same, embedding)

focus: flows distances/orientation are important?
yes

number of time periods is small? A1 (same, SM)

number of flows is small? A4 (same, 3D)

otherwise A5 (same, supplementary)

no B5 (separate, supplementary) with visual linking

Figure 5.19: Recommendations for the choice of a temporal OD-data visualization design in the
form of a decision tree based on the synoptic tasks which need to be supported in the
first place.

First question to ask is whether tasks which are synoptic in respect to both spatial and temporal
components at the same time have to be supported. If it is not the case, it is often better to choose a
visualization which is very effective for either spatial or synoptic tasks, not both at the same time, but
which avoids making a compromise between the tasks it supports.

Hence, when supporting the temporal synoptic tasks is more critical than the spatial tasks, the “sup-
plementary view” alternative should be preferred for the representation of time (column 5 in Figure 5.18).
This way the visualization designer is not constrained by the need to fit the temporal data into a geo-
graphic representation, and therefore, better support for the temporal tasks can be achieved.

In situations when spatial synoptic tasks are essential and temporal are not, obviously, geographic
representations are the most useful ones. If the number of flows is relatively small and can be visual-
ized as a flow map without too much clutter, the alternatives A2 (“same”, “animation”) or A5 (“same”,
“supplementary”) should be preferred. Otherwise, using animated OD-maps can achieve very good ag-
gregated representations showing the spatial distributions of the destinations of the flows of each of the
origins. This corresponds to the alternative D2 (“nesting”, “animation”) with a geographic layout. The
representation of time which we call “animation” implies that the user can stop the animation selecting
any particular moment in time and focus on the analysis of the flows of this specific moment in time.

Compromises have to be made in cases when the most important tasks which have to be addressed
are synoptic in respect to both space and time. If the focus of the tasks is on the totals for locations, not
the flow magnitudes, then B3 (“separate”, “embedding”) or A3 (“same”, “embedding”) is recommended,
depending on whether the totals between the origins and the destinations must be compared separately.

When the focus is on flow magnitudes, but flow distances and their spatial orientation are not im-
portant, then B5 (“separate”, “supplementary”) with visual linking should be used. Otherwise, if the
flow distances and spatial orientation are important the choice of the design alternative is determined by
the size of the dataset: A1 (“same”, “small multiples”) when the number of time periods is small; A4
(“same”, “3D”) when the number of flows is very small; and A4 (“same”, “supplementary”) otherwise.
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5.4 Conclusion

In this chapter we discussed the design alternatives for visualizing temporal OD-data. First, we con-
sidered the alternatives for OD-data without the temporal dimension and then discussed the ways of
introducing the temporal dimension and built a taxonomy of the design alternatives. Finally, we pro-
vided recommendations for making design choices depending on the tasks which need to be supported
in the first place.

We cannot claim that the list of the design alternatives presented in Fig. 5.18 is complete. It is
possible that some novel designs which do not fit into this taxonomy will be developed in the future.
Despite that we believe that our design space exploration is useful. It presents a systematic view on the
design alternatives and helps to understand the fundamental differences between them, underpinning
their advantages and disadvantages. This allows us to argue about the tasks the design alternatives
provide the best support for.

The design choice recommendations which we give in Section 5.3 are intended to help developers
of tools for visual exploration of temporal OD-data. These recommendations have a limitation that we
only give them for some of the most important types of tasks whereas in most cases multiple tasks need
to be supported by visualization tools. Nevertheless, these recommendations can help visualization tool
developers to better understand the trade-offs of the design choices.

In the next chapter we take advantage of this design space investigation to develop an exploration
tool for temporal OD-data which supports a subset of the tasks focusing on the temporal changes of the
flow magnitudes.
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In this chapter we present Flowstrates, our technique for the visualization of tempo-
ral OD-data, which brings together a geographic and a time-oriented representation,
overcomes some of the deficiencies of other approaches and provides means for iden-
tifying and analyzing spatio-temporal patterns in temporal OD-data.

The content of this chapter is based on paper [Boyandin et al., 2011]. ©2011 The Author(s) Journal compilation ©2011
The Eurographics Association and Blackwell Publishing Ltd.
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6.1 Introduction

For any dataset of a considerable complexity and size a single static view can rarely portray the whole
information contained in the data and give an overview while showing substantial details at the same
time. Most temporal OD-datasets are no exception, because of their intrinsic complexity. We believe
that interactive exploration can help to address this challenge. For this the users must be provided with
an integrated visualization which gives a good overview of the whole dataset and supports various inter-
active exploration techniques which allow them to analyze the data in every detail. This is what we tried
to achieve with Flowstrates, the technique which we developed for the analysis of temporal OD-data. In
this chapter we present a detailed description of this technique.

We start the chapter by discussing the tasks from the taxonomy introduced in Chapter 4.3 which we
chose for Flowstrates to address in the first place, then we present the technique itself and demonstrate
on several usage scenarios how it supports the selected tasks.

6.2 Tasks

Flowstrates were originally developed to address the challenge of finding an effective representation for
the UNHCR Refugee Dataset (see Section 2.3.1). Based on our experience with the analysis of this
dataset [Boyandin et al., 2010], studying analytic reports investigating the dataset which we targeted
[UNHCR, 2010], having discussions with practitioners, and reviewing the tasks which existing related
techniques support [Harris, 1999], we came with the following list of tasks to address:

T1. Finding the flow events of the largest magnitude:

A. Find when the flows of the largest magnitude took place and what are their origins and des-
tinations (synoptic pattern search with respect to both spatial and temporal components; the
focus is on “Flow event” the targets are “Magnitude”, “Time”, “Origin” and “Destination”)

B. For a given origin and/or destination find when did the largest flows take place (synoptic
pattern search with respect to the temporal component, elementary lookup with respect to the
spatial components; the focus is on “Origin” and “Destination” the targets are “Magnitude”
and “Time”)

C. For a given time period find the origins and destinations of the largest flows (synoptic pattern
search with respect to the spatial components, elementary lookup with respect to the temporal
component; the focus is on “Time” the targets are “Magnitude”, “Origin” and “Destination”)

T2. Locating the origins and the destinations of specific flows for a specific time period“ (elementary
lookup task focusing on “Flow event” with the target on “Origin” and “Destination”)

T3. Examining the flows in the neighborhood of a specific location (synoptic pattern definition in
respect to the temporal component focusing on “Origin” or “Destination” and targeting on “Flow
event”)

T4. Examining the “big picture”, an overview of the flow events of the whole dataset or of a region
considering the flows of the region as a whole (synoptic pattern identification in respect to both
the temporal and spatial components; the focus is on “Flow event” the targets can be any of the
possiblities)

T5. Comparing temporal changes of the magnitudes of the flows of two locations (synoptic direct
pattern comparison with respect to the temporal component; focus is on “Flow event” and the
target is “Magnitude”)
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Figure 6.1: Flows of refugees are shown between East Africa and Western Europe. Flows having
their origin in Sudan are highlighted. The heatmap shows the flow magnitudes by year
and origin-destination. By following the lines of the heatmap it is possible to see the
flows’ origins, destinations and the changes of the magnitudes over time. Several tem-
poral patterns are visually salient, such as a consistently high number of refugees from
Sudan to the United Kingdom and the Netherlands, a marginal decrease to Denmark,
Norway and Germany, and an increase to Ireland and Italy.

T6. Examining changes over time of the flow presence and magnitudes for specific locations (synoptic
pattern identification with respect to the temporal component, elementary lookup with respect to
the spatial components; the focus is on “Origin” and “Destination” the targets are “Magnitude”
and “Time”; this task is similar to T1.B, but is a “pattern identification”, and not “pattern search”).

T7. Examining the distribution of the total incoming and outgoing flow magnitudes of locations

A. spatial distribution for a specific time period (synoptic pattern identification with respect to
the spatial component; focus is on “Origin/destination” and the target is “Total magnitude”)

B. temporal distribution for specific locations (synoptic pattern identification with respect to the
temporal component; focus is on “Time” and the target is “Origins/destinations” and “Total
magnitude”)

Focusing on these tasks does not necessarily mean that the other tasks from the taxonomy are not
supported by the technique, but that these tasks were selected to be supported in the first place. Knowing
the most important tasks allowed us to make certain design decisions on which we elaborate in the
following sections.

6.3 The Flowstrates

In Flowstrates the origins and the destinations of the flows are displayed in two separate maps (see
Fig. 6.1). Analyzing the flow distances and orientation is not one of the tasks we want to address in the
first place, besides, the exact flow routes are usually not known in origin-destination datasets. Therefore,



70 6. Flowstrates

we have the freedom to reroute the flow lines in any way. So we represent the temporal information in
an abstract view, that is, a heatmap in which the columns correspond to different time periods, and draw
the flow lines so that they connect the flow origins and destinations with the corresponding rows of the
heatmap, as if the flows were going through it. By an analogy with OD-matrix the way of representing
flows in a matrix so that each row corresponds to a specific origin-destination pair and portrays flows of
different types (or different time periods) of this OD-pair is sometimes called dyadic OD-matrix [Marble
et al., 1997; Berry, 1966; Black, 1973].

In other words, considering the problem, the tasks we want to support (see Section 6.2), and the
available design alternatives, we made the following design choices:

– Represent locations on geographical maps

– Use two separate maps for origins and destinations

– Show the temporal information in a separate abstract view

– Visually link the geographic and temporal views.

This design corresponds to the pictograph B5 in our taxonomy of the design alternatives presented in
Fig. 5.18. That is, the origins and the destinations are arranged in two separate views, and a supplemen-
tary view is used for the representation of time. In the next subsections, we give a detailed discussion of
the reasons for making these design choices and of their implications.

Why maps?

Maps are well familiar to everybody. They allow reasoning about the geographic patterns of the move-
ment as no other representation by naturally providing answers to questions such as: “What is the spatial
distribution of the locations?”, “How far are they from each other?”, “What are the neighbors of a lo-
cation/area?”, “Which areas constitute a region?”, thus, supporting the tasks T1.A, T1.C, T2, T3, and
T4.

Why two separate maps?

Displaying the flow origins and destinations in two different maps gives the following advantages:

– visually separate the origins from the destinations, thus, clearly depicting the flow directions: ori-
gin ! destination (tasks T2, T1.A, T1.C)

– use any appropriate representation for the temporal data without being constrained by having to fit
it into a map (tasks T1.A, T1.C, T5, T6)

– focus on different regions for the origins and destinations and perform visual queries for them in
two separate maps to support tasks T3 and T4 (see 6.3.1 for details)

– augment the two maps with aggregated information for both origins and destinations at the same
time, that is, showing the outgoing and incoming totals by coloring the countries (task T7.A).

However, these advantages come at a certain price. Compared to a conventional flow map, the
distances between the origins and destinations, the flow routes and actual orientations in space cannot be
naturally visualized in Flowstrates (see section 6.7), thus, tasks related to these properties of the flows
are not supported by the technique. Despite that, the two-map solution is advantageous in situations
when these properties of the flows are less important for the analysis than the temporal changes of their
magnitudes. We discuss this and other limitations of the approach in Section 6.7.
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Figure 6.2: Flow line coloring: The flow lines of a selection of countries are colored by the flow
origins, using a qualitative color map. The heatmap rows are sorted by the vertical
positions of the origins, so that flows from the same origins are grouped together. This
makes it easy to see the parts of the heatmap which represent the flows originated in
the selected locations. Iran is selected in the origins map, therefore the lines from Iran
are highlighted and are more opaque than the others.

Why links?

The idea to show the locations and the temporal changes of the flow magnitudes in separate views and
to visually link the corresponding origins and destinations across the views was inspired by the semantic
substrates approach for the interactive exploration of complex graphs [Shneiderman and Aris, 2006; Aris
and Shneiderman, 2007].

The visual linking can be very useful in some situations. For instance, in Fig. 6.2 without the links,
only with the ability to highlight a row in the heatmap or a country in the maps, it would be only possible
to see flows from one origin at a time (when a country is selected in the origins map) or the origin of one
flow at a time (when a row is selected in the heatmap). With the links we can clearly see what the origins
of a several hundred flows in the heatmap are. Color-coding and coloring countries in the maps and
highlighting the corresponding segments in the heatmap instead of drawing lines would also be possible,
but then we would be limited in the ability to use coloring to show country totals in the maps (Fig. 6.4).

Why a separate temporal view?

Separating the geographic and the temporal views allows presenting the changes over time of the flow
magnitudes in a way which is most suitable for the analysis of temporal patterns (this is the alternative
5, supplementary view, from our taxonomy of representations of time discussed in Section 5.2.2). The
temporal view can be manipulated by the user, e.g. it can be filtered, reordered, aggregated. Still, the
connections between the geographical locations and the rows of the temporal view representing flows
are maintained, so that the analysts can track down the relationships between the spatial and temporal
aspects of the data. In addition, this clear separation between the spatial and the temporal representations
provides flexibility in terms of the initiation of the task. The analyst can begin the exploration from
the temporal view and then use the spatial representation to understand where the events took place.
Conversely, the user can begin from a specific region of interest and then isolate the temporal patterns
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pertaining to the region of interest. Refer to section 6.4 for more details on the exploration strategies.

Why heatmap?

We chose the heatmap as the temporal data representation for two main reasons. First, it can seamlessly
represent the temporal changes of the flow magnitudes at different zoom levels, thus, allowing the explo-
ration on different analysis levels and providing support for both elementary and synoptic tasks. Second,
the same color scheme as in the heatmap can be used to show the totals of the outgoing and incoming
flow magnitudes in the origin and destination maps. Hence, the totals in the geographic maps can be
compared to the individual values in the heatmap. The values in the heatmap represent the magnitudes
of the individual flows, hence, they are usually much smaller compared to the totals in the choropleth
maps. Therefore, the color scale is adjusted when a time period is selected and unselected, so that the
whole available range of colors can be used in both situations.

It must be noted that the use of the heatmap requires a careful choice of the color scheme, because it
has a huge impact on the interpretation of the visualization. We used a scheme based on ColorBrewer’s
OrRd from [Brewer and Harrower, 2009] (and RdBu for the “difference mode” shown in Fig. 6.7). Unlike
in color schemes based on trilinear interpolation in the RGB color space, ColorBrewer is designed so that
the intervals between the colors are perceptually uniform. Hence, there is a smaller chance that the colors
are misinterpreted by the user. When a color range is chosen, the values must be mapped to the colors
in the range, and there are many different approaches for doing that [MacEachren et al., 1994]. The
optimal choice of the color mapping depends on the distribution of the values in the data sample. For
instance, for the refugees dataset we chose a logarithmic scale, because we wanted to make the values
of several different orders of magnitude well distinguishable. In addition, in Flowstrates it is possible
to switch between a classified and an unclassed color scheme [Andrienko and Andrienko, 1999]. In the
classified scheme the value domain is split into several intervals each represented by exactly one color,
and only these several colors are actually used in the visualization. This makes it much easier for the user
to tell which interval a color in the visualization belongs to. In the unclassed color scheme the colors are
interpolated, hence, different values within the same interval are still represented with different colors.
Switching between the two modes allows the user to decide what is more important: ability to tell easily
which interval a value belongs to or fine-grained differences between individual values.

Beside the heatmap the design of Flowstrates can accommodate a number of alternative temporal
views, e.g. multiple time series. Lam et al. [2007] compared the effectiveness of using multiple line
graphs and heatmaps for analyzing overviews over large datasets and found that heatmap was more
efficient for finding the maximum values and comparison, but less efficient for finding the graph with
the maximum number of peaks. Horizon graphs [Heer et al., 2009], which are more space-efficient than
time series, could be also used in place of the heatmap. It is not clear, though, how well they would
support changing the zoom level. Another alternative would be to plot all the time series of the changing
flow magnitudes in a single row as in TimeSearcher [Keogh et al., 2002]. The temporal view would then
require much less space vertically, but it would not give a good overview and would make linking it to
the geographic maps more difficult.

6.3.1 Interaction techniques

Flowstrates are meant for interactive exploration. Unlike OD-matrices which represent exactly one flow
in each heatmap cell, in Flowstrates every flow takes the whole row of the heatmap. Thus, much more
screen real estate is used to represent the same number of flows. Hence, for many datasets it is impossible
to display all the flows simultaneously without filtering or aggregating them. If we want the analysts to
still be able to explore the data in every bit of detail, then we need to provide means of interaction for
controlling filtering, zooming and aggregation. Flowstrates can provide support the following techniques:
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Figure 6.3: Selecting origins using lasso: When a selection is made, the heatmap is updated, so
that only the flows between the selected origins and destinations are displayed.

Zooming and panning

In Flowstrates all the three views (the origin map, the heatmap and the destination map) can be zoomed
and panned independently. Hence, the user can focus on different regions for the origins and the desti-
nations and select the most relevant part of the heatmap, which is necessary for supporting the task T4.
This is especially useful when considering flows between two specific regions, e.g. Asia and Europe.

Visual querying and filtering

Filtering is the most straightforward way to make a visualization more comprehensible by reducing the
amount of data represented in the view (see Section 3.5.2). By allowing the user to filter the flows by
their magnitude (by the maximum or average magnitude in a row) the user can reduce the number of
rows in the matrix concentrating on the most important flows. Also, a subset of locations can be selected
in the origin and destination maps (either filtering by name or using the lasso tool, as shown in Fig. 6.3).
When a selection is made, the heatmap is updated, so that only the flows between the selected locations
are displayed. Had we used only one map, making a separate selection of origins or destinations directly
on the map would probably be more difficult for the user. Due to the separation of the origins and
destinations in Flowstrates, we can provide support for such queries in a straightforward way. This is
necessary for supporting the tasks T1.B, T3, T5 and T6.

The user can also select a time period. In this case, the outgoing and incoming totals of the regions
for this time period are displayed in the maps (Fig. 6.4). To enable comparisons between the totals in the
choropleth maps and the heatmap we use a common color scale for the two representations.

Finally, the user can switch to the “difference mode” in which the differences of the flow magnitudes
to those of the preceding years are shown in the heatmap instead of the absolute magnitudes (see Fig. 6.7).
This makes it easy to see when and how much the flow magnitudes were increasing and decreasing.

Heatmap matrix reordering

In 5.1 we discussed reorderable matrices in relation to OD-matrix representation. The heatmap in Flow-
strates is also a matrix, hence, reordering can also be applied to its rows (and potentially, columns). For
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Figure 6.4: Selecting a year: Here the year 2001 is selected in the heatmap header, so the countries
in the geographic maps are colored according to the total magnitudes of the outgoing
and incoming flows in 2001. The heatmap rows are sorted by the maximum (over time)
total magnitudes for the origin countries, and by the max magnitude in each row within
the same origin country.

instance, the rows can be ordered by the maximum/average flow magnitudes, by similarity to a selected
row, or they can be clustered by similarity (the latter has not been implemented in the current prototype
yet). Various distance measures can be used to define the similarity between rows. When dealing with
a discrete set of time periods, the simplest approach is using Euclidean distance and treating the rows as
vectors in which the time periods are dimensions. There is a number of more sophisticated approaches to
time series comparison [Ding et al., 2008; Morse and Patel, 2007] which can be applied as well. Alterna-
tively, the heatmap rows can be ordered by the geographic positions of the flow origins and destinations
as are the origins in Fig. 6.2 (only the y-coordinate of the projected locations is taken into account).
When using the latter ordering approach, the flows sharing the same origins or destinations are grouped
together in the heatmap, so the colored flow lines form “bundles” which are easy to follow.

Columns representing time periods are normally sorted in an ascending order from left to right. But
the design of Flowstrates does not restrict this ordering. As the rows of the heatmap, its columns can
be potentially ordered or clustered in various ways (e.g. by the similarity of the flows of different time
periods). In other words, the use of the matrix representation of temporal data presents a number of
possibilities for ordering and grouping the flows and the time periods. The most appropriate ordering
can be chosen interactively depending on the concrete dataset and the analysis tasks.

Heatmap row aggregation

The flows represented in the heatmap can be aggregated using different grouping functions. They can be
grouped, for example, by their origins so that each heatmap row represents the total magnitudes of the
outgoing flows of each of the origin (see Fig. 6.5), by destinations, by the geographical regions of the
origins or the destinations, or by any other flow attribute. This way we can analyze the data on different
aggregation levels, or in other words, change the spatial resolution. Grouping by origins or destinations
provides support for T7.B.
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Figure 6.5: Flow aggregation: Here all the individual flows between the world’s countries were
aggregated by the geographic region of the origin country, so that we could see the
totals of the magnitudes of the flows originated in each region. We selected Southern
Asia in 2008 in the heatmap, thus the maps are colorized showing the outgoing totals
for the countries of Southern Asia and the incoming totals for the countries the flows
from Southern Asia went to in 2008. Here we also sorted the heatmap rows by the
average magnitude in each row. The column corresponding to the year 1995 is notice-
ably lighter than the others. There was apparently a problem with the data acquisition,
because flows for many countries are missing.

6.4 Exploration strategies

Flowstrates supports three basic exploration strategies which address the user tasks described in section
6.2. The first two strategies are both concerned with the observation of the patterns in the heatmap and
differ in the initiation of the task: from location to time, or from time to location. The last one is about
the comparison of either locations or time periods.

S1. Location �! Spatial or temporal pattern. Select a location or a region in the origins map, then
find out what is going on in the heatmap or in the destinations map. This strategy relates to tasks
T1.B, and T6 (described in 6.2).

S2. Temporal pattern �! Location. Find something interesting in the heatmap, focus on the
time period when it was happening and find out in the geographic maps what the origins and the
destinations were. This strategy relates to tasks T1.A and T1.C, T2, T3, and T4.

S3. Comparison of two locations. Select two locations or regions in the origins map and compare the
temporal changes of the flows of these locations in the heatmap and their respective destinations
in the destinations map. This strategy relates to task T5.

These strategies are stereotyped on purpose. In a real-life scenario analysts would generally combine
them in order to solve their exploration tasks and gain new knowledge about the data. We will show how
these three strategies can be applied in the usage scenarios in the next section.

6.5 Usage scenarios

In this section we illustrate how Flowstrates can be used to analyze real-world temporal origin-destination
datasets applying the exploration strategies presented in section 6.4.
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Figure 6.6: Refugees from Ethiopia: The enlarged heatmap shows the differences between the
pairs of subsequent years (red shows an increase and blue a decrease in the number of
refugees). The rows are sorted by the average number of refugees (over the whole range
of years). Ethiopia is selected so that we only see flows from this country. Somalia is
highlighted, therefore the flow Ethiopia!Somalia is more opaque than the others. The
blue rectangle drawn over the heatmap highlights an interesting “staircase” pattern.
Here we first used the geographical maps making visual queries to select countries.
Then we used the heatmap to find the curious temporal pattern, referred back to the
geographical maps to see where the other relevant locations are and found out that
most of them were neighboring countries.

6.5.1 Analyzing refugee flows

With Flowstrates it is possible to see the dynamics of the changes in the refugee flows data described in
Chapter 2.3.1. Suppose, we want to analyze the largest flows from Ethiopia. Let us begin the exploration
with strategy S1 (in section 6.4). We zoom in to Ethiopia in the origins map, select the country (or simply
use the name filter), then sort the heatmap rows by the flow magnitudes (Fig. 6.6). Now we look at the
heatmap to find something curious that was happening and then where it was happening, thus switching
to strategy S2. In 1987, most refugees from Ethiopia were in neighboring Somalia, but between 1988
and 1992 the number of Ethiopian refugees in Somalia drastically decreased. We can better see it in
the heatmap showing the differences between the years. From 1988 to 1990 it was increasing in Sudan
(second row). In 1991, it decreased in Sudan and increased in Kenya, another neighboring country. This
is the reason why we can see the “staircase”. Apparently, many refugees from Ethiopia were leaving
Somalia from 1988 to 1990 and most of them were going to Sudan. In 1991, many were forced to flee
again, this time from Sudan (probably, because of the severe drought and food shortage), and went to
Kenya.

6.5.2 Commuters in Slovenia

This dataset contains the numbers of people who commute to work between the towns and villages in
Slovenia. There are about 17 thousand flows for the years from 2000 to 2008, so we can explore the
temporal development of these flows with Flowstrates.

In Fig. 6.7 you can see the result of the comparison of the flows to Ljubljana and Maribor, the two
largest cities in Slovenia. Here, we use strategy S3 (see section 6.4). First, we select Ljubljana and
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Figure 6.7: Commuters in Slovenia: to Ljubljana and Maribor, the two largest cities. Here we
see the differences between the number of commuters in each pair of subsequent years
(hence, there are no values for 2000). Red corresponds to an increase and blue to a
decrease in the number of commuters. Only the most significant flows are shown here
(filtered by the average magnitude). The numbers of non-commuters (the half-blue
rows of the heatmap labeled as Maribor to Maribor, and Ljubljana to Ljubljana) were
decreasing from 2001 to 2005 and increasing significantly from 2006 to 2008, whereas
the number of commuters from almost all the other places were steadily increasing all
the time. The flows to Ljubljana come from more distant locations than the flows to
Maribor, which all come from nearby towns and villages.

Maribor in the map of destinations so that only the flows to these two cities are shown. Then we use a
flow magnitude filter to show only the flows having the largest average magnitudes (over time). In the
heatmap we chose to show the differences of the magnitudes between each pair of subsequent years and
not the actual numbers of commuters, because we want to better see where they were increasing and
decreasing.

What we can see in the heatmap in Fig. 6.7 is that for most places the numbers of people com-
muting from them to both Ljubljana and Maribor were steadily growing. However, the numbers of
non-commuters (rows of the heatmap labeled as Maribor to Maribor, and Ljubljana to Ljubljana) were
decreasing from 2001 to 2005 and increasing significantly from 2006 to 2008.

In Fig. 6.7 we also highlighted the flows to Maribor in order to see in the map of origins where the
largest flows come from geographically (strategy S2). The largest flows to the capital Ljubljana come
from more distant locations than the largest flows to Maribor which all come from nearby towns and
villages.

6.6 Implementation

To implement Flowstrates we used the Java programming language and a number of open-source li-
braries. Most importantly, to build the visualizations, we used Piccolo [Bederson et al., 2004] which
takes care of the rendering of the scene graph of 2D vector objects, does the input event processing for
the objects in the scene, and has built-in support for zooming and panning. Besides, we used the graph
data model of Prefuse [Heer et al., 2005], because it provides useful data querying capabilities treat-
ing the edges and nodes of a network as tuples in relational tables. The source code of the Flowstrates
implementation is freely available as part of the JFlowMap project [Boyandin, 2010].
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6.7 Limitations

One limitation of Flowstrates arises when too many lines are shown between the geographic maps and
the heatmap. Too many intersecting lines become tedious to follow. This happens unless only a few
locations are selected from either side of the heatmap. A partial solution is to use the heatmap row
ordering by vertical positions of the origins (as in Fig. 6.2). But this only works on one side, either for
the origins or for the destinations. A more sophisticated line crossings minimization algorithm could
give better results, but would still require a specific ordering of the rows of the heatmap, thus limiting
the possibilities for reordering. A radical solution is to only display the flow lines for a few selected or
highlighted nodes.

Not being able to see the flows on one map as with conventional flow maps (i.e. a single map
with the flow lines drawn between each origin and destination) can also be considered a limitation.
With Flowstrates the orientation of the flows is not realistic and the distances between the origins and
destinations cannot be estimated from the lengths of the flow lines as in a conventional flow map. To
partially compensate this limitation, a conventional flow map could be displayed on demand showing the
flows for a specific time period selected by the user. Alternatively, an additional column could be added
to the heatmap showing the length of the flows.

6.8 Conclusion

In this chapter we presented Flowstrates, a technique for the visualization and exploration of temporal
origin-destination data. The design of this technique is based on the task analysis and on a study of design
alternatives. Flowstrates does not only represent spatial and temporal aspects of the data, it also highlights
the relationships between these two dimensions and facilitates the interactive exploration by querying,
filtering, various ordering and grouping techniques. We demonstrated how Flowstrates supports the tasks
which we chose for it to address and illustrated how it can be used to analyze real-world datasets.

In Chapter 5.2.2 we discussed several alternatives for representing temporal changes in OD-data
visualizations. All of them have their advantages and disadvantages, providing better support for some
of the tasks than for the others. In Flowstrates we tried to combine the advantages of two of them,
embedding and non-geographic view. Being able to see the flow origins and destinations on a map
makes it possible to observe spatial patterns. Using an abstract temporal view allows visualizing the
changes over time without having to fit the visualization in a map. Flowstrates, the solution which we
presented in this chapter, takes advantage of these two alternatives bringing them together in a simple yet
elegant way.
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Even with the development of novel and abstract visualizations flow maps will still
be widely used as it is the most natural representation of OD-data. Of the multiple
alternatives for representing temporal changes in flow maps small multiples and an-
imation are the most basic ones. We analyzed the differences in the types of insights
which can be gained with the use of these two representations. The chapter describes
the qualitative user study we carried out to provide the basis for this analysis.

The content of this chapter is based on paper [Boyandin et al., 2012]. ©2012 The Author(s) Computer Graphics Forum
©2012 The Eurographics Association and Blackwell Publishing Ltd.
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7.1 Introduction

As we have seen in Chapter 6 designing visualizations for the analysis of temporal changes in OD-
data is a challenging task. The complex nature of the data makes it difficult to find the most suitable
representation showing how the spatial relationships change over time while keeping the geographic
metaphor intact. In Chapter 3 we discussed flow maps, a straightforward geographic representation of
OD-data which represent flows as lines connecting pairs of locations on a map and their magnitudes
by varying the thicknesses of the lines. Animation and small multiples are the two most natural of the
alternatives, which we considered in 5.2.2, for adding the time component to an OD-data representation.
They preserve the geographic metaphor and are, at the same time, easy to understand and interpret,
compared to the other more abstract representations we considered. Flow map animation shows the
changes of the flow magnitudes with interpolated transitions between the time periods. Small multiples
represent discrete time periods as static images arranged next to each other in a grid format. Animation
allows for a higher resolution at each time step, but, given its transitory nature, puts a high load on
the user’s short memory. Small multiples use space to represent time and, thus, provide only a limited
resolution for each of the views.

Trying to better understand how animated and small multiple flow maps compare we studied the
literature and found that:

– The comparison of animation and small multiples is a classic problem studied in conjunction with
a large number of visualization techniques [Slocum et al., 2004; Fabrikant et al., 2008; Griffin et
al., 2006];

– User studies carried out so far show that depending on the tasks and the exact settings of the
experiment either animation or small multiples is more efficient or leads to fewer errors [Griffin et
al., 2006; Robertson et al., 2008; Archambault et al., 2011; Farrugia and Quigley, 2011];

– No works comparing the use of animation and small multiples with flow maps have been published
so far.

Furthermore, most studies on dynamic graph visualization consider graphs in which the positions
of the nodes can change, whereas the edge weights are constant. In flow maps, on the contrary, the
nodes remain stationary and only the edge weights, representing the magnitudes of the flows, change
(flows may also disappear, when their magnitude becomes zero). Hence, changing flow maps represent
an important special case of dynamic networks worth a separate investigation.

Our study takes a great deal of inspiration from the following research:

– The work by Griffin et al. [2006] on the perception of moving clusters, which shows that animated
maps may reveal patterns that cannot be detected with static representations.

– The review of evaluation methods in visualization by Ellis and Dix [2006] in which they advocate
for “explorative evaluation”, an approach more focused on open-ended questions and with a higher
chance of deriving new knowledge about a visualization.

– The broader line of research of insight-based evaluation [North, 2006; Saraiya et al., 2005; Yi et
al., 2008] in which visualizations are evaluated in terms of the user-generated output rather than
performance in the completion of benchmark tasks.

Inspired by these works, we decided to focus our research on the following question: “Do animation
and small multiples lead to the detection of different kinds of information? And if yes, how do they
differ?” To this end, we used an open-ended exploratory protocol focusing on the collection of findings,
that is, any kind of information users extracted by using the tool (we prefer to use the word “finding”
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instead of “insight” to allow for the inclusion of information at any level of complexity). We instructed
the study participants to interact with the views and to document in the form of short sentences every
piece of information they could find.

In the analysis phase we manually “coded” these findings using techniques drawn from grounded
theory [Charmaz, 2006] and captured the emergent categories. The distribution of the findings across
these categories forms the basis for the comparison of the two views. The methodology we chose implies
a qualitative nature of the study, therefore, our analysis is not based on statistical tests. However, we
provided, where appropriate, statistical numbers to document our analysis (see Section 7.4.2).

In summary, the main contribution of this work is the observation that using animation or small
multiples may lead to different kinds of findings; without necessarily having one outperforming the
other. Most notably, animation may promote findings of a smaller temporal and geographic scope than
small multiples. Our qualitative analysis of the collected data also leads to several useful guidelines
for practitioners and open questions to pursue in future research. A secondary and minor contribution
is the methodology itself. The coding approach we describe in this chapter allows the comparison of
visualizations in terms of the types of findings rather than just their numbers, thus, providing a deeper
understanding of the information people extract from the visualizations.

7.2 Related work

Animated flow maps are discussed e.g. in [Becker et al., 1995; Thompson and Lavin, 1996], but to our
knowledge no user studies have been carried out yet which analyzed the effectiveness of animation and
small multiples for representing changes over time in flow maps.

MacEachren et al. [1998] discuss a user study of static and animated choropleth map representations
of heart disease mortality rates. In this study a looping animation could reveal a specific pattern (a shift
in location of high mortality rates) which was much more difficult to see with the use of discrete time
stepping.

Slocum et al. [2004] present an evaluation comparing the use of animation and small multiples in the
software package MapTime for exploring temporal changes in geographic data. The evaluation which
involved interviews and discussion groups showed that animations have a more important role for exam-
ining general trends, small multiples for comparing arbitrary time periods, and change maps for explicitly
depicting change.

Fabrikant et al. [2008] concluded based on the analysis of eye-movements of the participants of a
controlled experiment that small multiple displays are generally not informationally equivalent to non-
interactive animations and that making an animation equivalent to a small multiple display in order to
achieve good experimental control for comparison may actually mean degrading its potential power.

In the user study by Robertson et al. [2008] the effectiveness of three alternative trend visualizations
was evaluated by asking subjects to find answers to various analysis questions. Trend animation led to
many participant errors and was the least effective form for analysis. The two static depictions of trends
(small multiples and traces) were significantly faster than animation, and the small multiples display was
more accurate. In this study each individual image in the small multiples view represented the trace of
changes over time of one single data element, not all the elements for a particular time slice like in our
case.

Griffin et al. [2006] compared the effectiveness of animated vs static small multiple maps for discov-
ering space-time clusters and found that the subjects could more quickly and correctly identify clusters
with animation than with small multiples.

In their taxonomy of techniques for visual comparison Gleicher et al. [2011] classified both animation
and small multiples as juxtaposition: the former as juxtaposition in time, the latter as juxtaposition in
space. According to them, both juxtapositions in space or time rely on memory for comparison, although
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juxtaposition in time may be augmented by pre-attentive pattern or motion perception.
A lot of research has been carried out on the use of animation for representing changes in graphs [Pur-

chase and Samra, 2008; Ware and Bobrow, 2004; Saffrey and Purchase, 2008; Farrugia and Quigley,
2011]. Archambault et al. [2011] evaluated the effectiveness of small multiples and animation for the
comprehension of graphs changing over time. In their study small multiples gave significantly faster
overall performance, whereas animation led to significantly fewer errors than small multiples for the
tasks of determining nodes and edges added to the graph. Moreover, the study showed that preserv-
ing the mental map (roughly, the node positions) while showing changes both in animation and small
multiples had hardly any effect on the subjects’ performance.

The effectiveness of animation and small multiples is highly dependent on the information being
visualized, the way it is presented to the users and the tasks they need to perform with it. It seems
that very few general conclusions can be made about the usefulness of these two views for representing
changes. Thus, their effectiveness has to be assessed explicitly for each particular situation.

7.3 Design of the study

The goal of our study is to find how animated (Fig. 7.1) and small multiple (Fig. 7.3) flow maps compare
in terms of the types of observations people make with them. Thus, we analyzed the findings made by
the study participants in these two conditions. In the rest of the chapter we will refer to the conditions as
ANIM and SM respectively.

We performed an experiment with 16 subjects who were graduate and post-graduate students in
computer science with no expert knowledge in migration flows or geographic visualization. The subjects
were divided in two equally-sized groups. The first round of the study was designed as a between-subjects
experiment. Each group was assigned one of the two views, either SM or ANIM (see Table 7.1). The
participants were asked to explore the data by interacting with the view and to document their findings.
The findings were collected in a database, and later, manually classified. We then performed a detailed
comparison of the types of the first round findings between the views.

There was an additional second round in our experiment. The subjects were asked to continue making
observations with the same dataset, but in the view which they did not use in the first round. Our goal
was to see whether switching from one view to the other while still analyzing the same dataset would
induce the subjects to make findings of different types compared to those which they made in the first
view. Hence, we did not compare the findings made by the two subject groups in the second round.
Instead, we compared the types of findings the subjects made in the second round with those which the
same subjects made in the first round.

We preferred this approach over within-subject design because with a within-subject experiment, it
would be much harder to analyze the effects of switching the view while still exploring the same dataset
on the types of findings the subjects make. The main reason for designing the first round as a between-
subjects experiment was also our desire to analyze the view change effects in the second round.

Group 1 Group 2 Time limit
Training -

Round 1 SM ANIM 20 min
(main experiment) Rating findings -

Round 2 ANIM SM 10 min
(additional round) Rating findings -

Questionnaire -

Table 7.1: The protocol of our user study.
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Figure 7.1: ANIM condition (the animated view) representing migration flows between the world’s
countries. The subjects were asked to interact with the view and make findings about
the dataset entering them in the text field below the view.

At the beginning of each session the subjects were trained. Both views and their interactive facilities
were presented and explained to them. The subjects could interact with the views for a while and ask
questions about them. The training was performed with a different dataset from the one used during the
experiment itself.

After the training phase which took between 5 and 10 minutes, the first round started. The subjects
were asked to make findings in the data using the view automatically selected for them depending on the
group they were in. More precisely, the subjects were given the following task:

The views you will see represent refugee migration flows. Explore these views and type down the important
findings you make.

We also gave the subjects an idea of what an important finding is:
When deciding which findings are important, imagine, that you have to use them to present to somebody else

what you have learned about these data.

We decided not to give examples of findings to be sure the subjects are not biased by their particular
types. The goal was to see what types of findings the subjects would come up with on their own.

In the view which was shown to the subjects beside the visualization there was a text field in which
they had to type short one-sentence descriptions of the findings they make. After a subject had typed a
finding and pressed “Enter”, the finding was stored in the database and the text field was cleared, so that
a new finding could be submitted. If a subject felt that no more important findings could be made in the
view, the round was finished before 20 minutes were over.

After each round, the subjects rated the findings they just made by their importance on a Likert scale
with four choices between “Not important” and “Very important”. They also had the possibility to mark
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a finding as “Wrong” if they discovered an error, but they were not allowed to edit the findings.
In the second round the users were asked to continue the exploration of the same dataset during 10

additional minutes, but using the other visualization. In order to prevent too much fatigue, and taking
into account the fact that the users would already be familiar with the data, we decided to make the
second round shorter. During the analysis we did not compare the absolute numbers of findings made
by the subjects, but the average percentages of the types of findings made in each of the rounds (see
Section 7.4).

Finally, after completing the second round and rating the findings the subjects were asked these
multiple-choice questions on the computer:

– Which of the two interfaces did you prefer overall?

– Which of the two interfaces was easier to use?

– Which of the two views allows for a higher number of discoveries?

– With which of the two views it is more likely to miss relevant information?

The possible answers were: “animation”, “small multiples”, “no difference”, “I don’t know”. The partic-
ipants were also asked to rate their overall impressions of the two conditions on a Likert scale with five
choices and to describe the strengths and weaknesses of the conditions. The questionnaire ended with an
open question for any general comments or suggestions.

The study was performed in a closed room in front of the same computer with a 24 inch monitor.
One organizer was sitting next to the subject during the whole session.

Figure 7.2: The “difference view” of the ANIM condition which shows positive and negative
changes of the flow magnitudes between the currently selected and the previous years.
The study participants had the possibility to switch between the original view and the
difference view at any time in both ANIM and SM.

7.3.1 The conditions

The ANIM (Fig. 7.1) and SM (Fig. 7.3) conditions which we used in the experiment were based on
the same flow map representation. In this representation flows of people migrating between the world’s
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Figure 7.3: SM condition (the small multiples view). The condition supported zooming syn-
chronously in all years’ views (with the mouse wheel) and highlighting (by hovering
mouse over a flow line). Here the user zoomed in to see Africa in more detail.

countries are shown with straight lines connecting the countries on a geographic map. The widths and the
colors of each flow line represent the number of people migrating. We decided not to show the directions
of the flows in order to simplify the views and avoid additional cluttering. For this experiment, we were
more interested in analyzing findings concerning flows which changed their magnitudes over time, not
in the flow directions.

The subjects had the possibility to highlight a flow by hovering over it with the mouse. When a
flow was highlighted, detailed information about it was displayed, namely, the origin and the destination
countries and the number of people migrating between them. In both conditions, ANIM and SM, it was
possible to zoom and pan with the mouse. Zooming and panning in SM was applied simultaneously to
each of the small multiples. The animated view provided the users with animation controls: a play/stop
button, a small slider for changing the speed of the animation, and a large slider which allowed to select
any of the 35 years presented in the dataset. The animation smoothly interpolated the data between the
years.

In both views, SM and ANIM, the participants had the possibility to switch to the “difference view”
(see Fig. 7.2) which showed only the differences between the selected year and the previous one. Flows
which had an increased number of people moving compared to the previous year were colored red and the
ones which decreased blue. The width of these flows represented the absolute values of the differences.
This way participants could see what exactly changed compared to the previous year. This made it easier
for them to make and document findings concerning changes between subsequent years.

The main dataset we used for the experiment represented migration flows for 35 years (available
from data.un.org). Each year’s data contained about 200 nodes and a few hundred flows. We had to
filter the flows, showing only the few hundred largest ones, in order to guarantee that the animation runs
smoothly. The dataset we used for the tutorial was different: it represented commuters in Slovenia and
contained data for 9 years.
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7.3.2 Data collected

During the experiment we collected the following data:

– short textual descriptions of the findings submitted by the subjects

– the importance of the findings as rated by the subjects

– screenshots of the views taken automatically when the findings were submitted

– interaction logs recorded during the sessions (all the users’ actions supported by the views were
logged, e.g. highlighting, zooming, starting animation)

– questionnaire submission

– videos with screen and audio recordings of the sessions.

Having such abundant data helped us during the analysis. Not only did it allow us to discern various
aspects of the process of making findings, it was also useful for clarifying the meanings of those findings,
which were not clearly formulated.

7.4 Analysis

The main goal of the analysis of the collected findings was to find out whether there were qualitative
differences between the types of findings made in the animated view and in the small multiples. As our
approach was based on grounded theory [Lazar, 2010], we did not have pre-formed hypotheses. Instead,
we started from the analysis of the findings and the interaction logs developing a well-grounded theory
from these data. To achieve this goal we identified coding categories, performed manual coding of the
findings and carefully analyzed their distribution across the categories. In the rest of this section we
discuss this process in detail.

7.4.1 Coding

As the findings concerned flows of people between geographic locations changing over time, we chose
“geographic scope” and “temporal scope” as the main properties for the coding. Here are the definitions
of the properties we used:

– Temporal scope - The time span the finding refers to.

– Geographic scope - The extent of the geographic entities mentioned in the finding.

– Validity - Whether the statement of the finding can be interpreted as a valid finding.

First, we applied a top-down approach and tried to identify the coding categories for each of the
properties before the coding. Then, manual coding was performed with the predefined categories by
three people (the three authors of the paper [Boyandin et al., 2012]). Each of the coders had to go
through the whole list of findings and assign the property categories by choosing one of the predefined
values listed for each of them. After that we calculated inter-annotator agreement rates to ensure the
reliability of the coding. They were as follows:

Property Initial agreement Final agreement
Temporal scope 0.675 (1.0)
Geo scope 0.811 1.0
Validity 0.888 1.0
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The initial agreement rates for the “temporal scope” was obviously way too low. Hence, we devel-
oped and used a simple web-based tool which helped us to find and resolve the disagreements by seeing
the answers given by each of us and negotiating (see Fig. 7.4). It helped us to improve all the agreement
rates, but still, the “temporal scope” agreement rate was not satisfactory.

Figure 7.4: Resolving disagreements during manual coding of the findings. Each row corresponds
to a finding, each column with squares to a property. The square positions represent
different classes which could be chosen for each property. A green square shows an
agreement indicating the number of those of us who agreed on a class, a red square is
shown when there was a disagreement.

The approach of choosing predefined categories and then categorizing the findings according to them
led to ambiguous coding in many cases. Hence, after several failed efforts to improve the agreement rates
we decided to apply a bottom-up approach instead and manually grouped the findings without predefined
categories. The approach we used for this was based on card sorting [Spencer and Warfel, 2004]. We
placed all the findings written on small cards on a virtual desktop and kept arranging and grouping them
on the screen until they finally formed meaningful categories (see Fig. 7.5). We did not calculate the
final agreement rates for the two properties we categorized this way, because we performed this final
categorization collaboratively (therefore, the final agreement for “temporal scope” is put in parenthesis
in the table above).
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Year N: there is a flow (appeared)

Year N: qty 2+ subseq years: qty

Year N: flows appeared

Year N: diff

Since/until year N: diff 2+ subseq years: diff

2+ years: desc of changes

Since year N: there is a flow

Few first/last years

Since year N: other

Since/until year N: qty

Invalid

All time: qty

All time: other

All time: diff

2+ years: other

During a war

All time: min/max over time

2+ non-subseq years: diff

All time: min/max diff over time

2+ years: there is a flow

All time: desc of changes

Since year N: desc of changes

Year N: there is a flow

Almost 90% of the flows happened inside ..
The number of population that migrated a..

Flows from Afghanistan to Pakistan appea..

Now that I know that flows are correspon..

And migrants to the US were coming from ..

But right after this year (2006) the flo..

Long distance fligths appeared only sinc..

It seems that the quantity of refugee's ..

We can see some pointers of the most imp..

We can see refugees going to Australia o..

Exceptionnaly, there were no refugees co..

Migrants that were going to the only app..

Flows only appear with France destinatio..

We can see the big movements of refugees..
May be there is no data for Madagascar s..

Australia, New Zealand, US and the Europ..

on voit les differentes immigrations des..
la difference de nombre de personne refu..

many refugges go Canada, USA, UK and eur..
and most of them came from Africa and Asia

en 2009, on compte plus d'un million de ..

La majorité des refugés viennent des pay..

à cause de la guerre en Afganistan, plus..

entre 1995 et 2009, le nombre de refugés..

le nombre de refugé dans le meme contine..

en 1975, il y avait très peu de refugés

le nombre de refugés a beaucoup augmenté..

Le nombre de refugés est reliè à la situ..

la majorité des refugés dans les année 7..

dés les années 80, on remarque que des n..

avec la guerre de golf dans les années 9..

Le nombre de refugés est toujours en aug..
there are less movements in the seventie..

in general, there are movements with pos..

in 1981 and 1992, there are each one big..

in 2006, there are many movements to the..

in the years 1981 to about 1993, there a..

visually, from 1988 until 2009, there ar..

in the seventies and early eighties, the..

from 1988, there are a lot of movements ..
In 2006, there are positive values for m..

the first big movements to or from Europ..

the movements to Australia began in 1996

movements to Canada began in 1994

At the beginning (1975), there just move..

in 1979, movements from or to Vietnam st..

from the year 1980, movements from Italy..

till 1986, there were nearly no movement..

in 1987, movements to the US started

in 1990, movements to Sweden began

In the year 1994, there are movements to..

the later, the more movements exists

the differences of movements until 1990 ..

there a positive and negative values of ..

from 2000 the difference of the movement..

from the year 2006, there is a big diffe..

A lot of refuees have been move from AFG..

In 2009, there are 240000 less peoples m..

Before 1978, there were no people moved ..
Before 1987, there were no refuees moved..

From 1981 to 1992, there were more refug..

Before 1980, there were no refugees from..

In 1988, the refugees have been moved to..

In 1996, the number of countries where t..

From 1988, the number of flows have been..

From 1996, the flows become stable, simi..

In 2007, the number of refugees of a lot..In 1981, the number of refugees from Eth..

In 1992, more people move from Afghanist..

first impression: much more migration si..

early years: lots of migration within af..

relatively little migration from/to china

1980: migration from afghanistan to paki..

1980-1980: Migration out of Afghanistan

more migration into europe than out of e..

after 1989: migration into North America

peak migration into North America in 2006

migratory flows related to political sit..

e.g. 1994 Rwanda 2000, 2007: Afghanistan -> Pakistan

lots of migration within africa

relatively little migration into Australia

playing the animation illustrates nicely..

Italy seems to be the "first" european c..

1981: Migration out of El Salvador proba..

1984: Migration out of Ethiopia

after 1976: Tibetan migration to Nepal

after 1987: Migration out of Somalia

Flows increased "over time"

A lot of refugees go out of Afghanistan,..

Until 1987 most refugees go to Italy if ..

In 2009, big flows out of Iraq and Afgha..
and Somalia (which is not surprising)

Not many in- and out-flows of South Amer..

Most refugees go to a neighbor country

In 1992 a lot of refugees go out of Afgh..

in 2006 "war" situation in Iraq get worse

A limited number of refugees go to a cou..

Total flow into USA increased in 2006 (c..

Total flow into Germany increased in 200..

Flows increased over time

Refugees from Afghanistan often go eithe..

Big flows out of Afghanistan with peaks ..

many flows in Africa, only few in South ..

"Middle" Africa (Somalia, Burundi, etc.)..

in 1975 (people go from chili to algeria)

(1975-76-77) most of flow of people are ..

from 1982 to 89 the flow of people incre..

We can see that flow of refugy increase ..

at the beginning the mouvement are locat..

from 77 smal mouvement appear in sud-est..1988 a lot movement appear to america

annimation from the beginning to the end..

we can see that difference between 2009 ..

95 difference is stable

2009 mouvement of ref. is equivalent fro..

each year have it's surprise

Migration flows changed a lot during yea..

1988 flows to America
1980 flows to Italy

1980 flows from el salvador

1981 important flows from Afghanistan

'70 flows from vietnam

1988 flows to UK

1988 flows from poland

80' flows from afghanistan are only to P..

1989 flows to Denmark

1979 Ehtiopia to Somalia

Ethiopia to Sudan is almost regular duri..
flow from Angola to Congo etc. is regula..

1990 flows to Sweden

1992 flows to netherlands

1992 Azerbaijan to Armenia

1992 Bosnia to Serbia

1993 flows to Switzerland 1994 flows to Canada

1994 important flow from Rwanda to Congo

1994 flow from Bosnia to Germany

2006 from Iraq to Syria and to Lebanon

Flow from Afghanistan began in 1979 and ..

2006 from Iraq to Syria and to Jordan

From 1996 flows to Australia

Since 1996 Flows to New Zealand (excepti..

Changes during years in Africa where mig..

1997 flow to Norway 1998 flows to Finland

1999 no flows to UK

Sudden increase in USA since 1989

A large diminution of flow between Afgha..

81 to 94: a large flow from Afghanistan ..

In 2001 and 2006, a large increase of fl..

The largest flows occur in Afghanistan, ..

A large diminution of flow between Ethio..
A large dimnution of flow from Rwandan i..

since 93 until 95-6: A large flow from R..

Since 79 until 88-90: large increase of ..

Since 90: increasing flow from ethiopia ..

Sudden occurance of flow towards USA in 88

Flow towards sweden in 90

Sudden increase of flow from Afghanistan..

In 84, strong diminituion of flow from A..

in 90 a second time a large augmentation..

From 91 until ~97: flow from Afghanista..

2006-2007 large flow outside Iraq

78-80: large increase of flow going outs..
93-94: large increase of flow outside Rw..

People flows all around the world

remarcable increase of the flows in 1987..

New flows in 1989-90-91 from africa towa..

Afganistan->pakistan 1990-92 huge decrea.. 2004-2008 new waves towards the USA

1995-6 australia became interesting

1987 a lot a people left afghanistan tow..

1993 canada is discovered by the rest of..

flows globally start from Africa and Asi..

Africa has a lot of internal flows

globally, from 2000 to 2009 the flows in..

between 1975 and 1979 the biggest flows ..

between 1980-1987 there are not big diff..

from 1979-80 a lot of people left Ethiop..

the biggest (red) flow was in 81 in afga..

world migration;

migrations increase in time;

1975-1980 : migration above all in afric..

1989 start the migration to usa

1989-... migration from russia to italy ..

from 1979 people begin to leave afghanis..

1997 migration to australia and new zeal..

1992 migration from afghanistan start to..

1994 big problem in rwanda

2007 migration to usa decrease... why?

data that concern USA start in 1988

during the war and usa occupation people..

1983 people leave lebanon to syria

1990: is sweden the paradise?

1988 also data about UK are showed (or s..

1993 Canada is the new destination (from..

after 2001 (twin towers attack?) migrati..

2006 usa... weird data very suddenly mig..

Most migration flows involve countries w..

Afghanistan has experimented heavy migra..

In 1988 migration to USA and United King..

In 90's other European countries, most o..

Iran experimented strong incoming migrat..

Emigration from China to USA and to Euro..

From 1986 to 1993 there is a strong migr..

In last years migrations cover longer di..

Migrations from Rwanda to Congo intensif..

In 1977 migration from Ethiopia to Somal..

Migrations from Liberia started in 1990 ..

There are always an importanti migration..

Up to 87, migrations mainly take place w..

Important migrations between Pakistan, I..

No migration to-from US before 88.

Migrations involves increasingly more co..

Sudden increase of migrations between Et..

Sudden decrease between Afgh and Pakista..

Increase of migr to US in 2006, decrease..

Strong increase from Rwanda to Congo in ..
Strong increase from Iraq to Syria and f..

At all times, migrations mainly towards ..

Migrations limited to/from/within South ..

No migration to/form Canada before 94.

Migrations to Italy start in 1980.

Migrations out if Vietnam starting in 197

Migrations out of Vietnam starting aroun..

Migrations to Italy starting in 1979.

Migrations out of Salvador starting in 79.

Migrations to Europe only involve Italy ..

Then progressively, more European countr..

Migr. out of Chile starting in 89.

Migrations to Australia starting in 96.

Important variations in Africa.

Important migrations to and from Congo.

there are far more flows evident on the ..

the biggest flow of immigrants in 2009 w..

the biggest negative difference from 200..

the biggest positive difference from 200..

the flows from afghanistan to pakistan, ..

2007 seems to be a year with an overall ..

biggest negative change ever was in 1992..

biggest positive seems to be in 1994 fro..

for the first 5 years there are no immig..

from the 1990s onwards, it seems that th..

for 4 years (1988 to 1991) more than 3 m..

the flows between afghanistan and pakist..

usa has an almost periodic behavior with..

russia has negative flows from 1995 to 2..

japan has flows to only laos and vietnam

cross europe changes in immigration flow..

the flow from ethiopia to somalia was ve..

Overall flow is increasing over the years.

In the beginning the flow is limited +/-..

There are "popular" flows (like Afghanis..

The flow direction is in general from lo..

At the beginning flows are cleary increa..

America got popular as destination betwe..

In 92, 93 and 94 there are big differenc..

Big parts of Russia are not touched by m..

In a first time migration is limited to ..

migration distance increased since 75

Stable regions (without war) are not tou..

Spain has only marginal entry flow

When going far, countries near the water.. Some flows appear and dissappear whereas..

Flows tend to be first red and then blue

until 2006 there clearly more red than b..

Angola - > congo is increasing -> decrea..

1975-1988: Migrations mostly in Africa

1976-1988: Migrations from Asie (sud-eas..

1981-1988: Migrations from arab states t..

1989-2009: More and more migrations from..

1989-2009: Migrations from Middle East a..

1996-2009: Migrations from Asia to Austr..

1989-2009: Migrations from Sud America t..
1989-2009: Migrations from Africa and As..

2007: Migrations to USA decrease

Since 1975: more and more migration in g..

Since 1995: Migrations from Asia to Cana..

1994: Lots of migrations from Russia and..
Since 1988: Lots of migrations from Asia..

Since 1995: Decrease of migrations from ..

2006: Great increase of migrations from ..

1980: great migrations Ethiopia->Somalia..
2007: great migrations Irak->Syria and A..

Filter:  X
Gain   Word freqs       SM ANIM   DIFF   1st 2nd   SM/ANIM   SM/ANIM-1st/2nd   User       -

Figure 7.5: Our web-based tool which we collaboratively used for establishing the coding categories by manually grouping the findings. Each finding is a
small label which can be drag-and-dropped between categories. Categories are not predefined, but can be added and removed during the process.
Here the categories are arranged in columns by their temporal scope, so that “one year” findings are placed in the leftmost column and “all time”
findings in the rightmost column.
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The categories which we finally used for the “temporal scope” were as follows (the bottom-up ap-
proach):

– One year - Describes what was happening in one specific year (e.g. “1994 important flow from Rwanda to
Congo”).

– Until or since - Describes a pattern which was apparent for a time period before or after a specific year (e.g.
“in 1979 movements from or to Vietnam started”).

– Interval - Describes what was happening in a time span of several years.

– All time - Applies to the whole time period for which the data was available (e.g. “Migration involves
increasingly more countries over time”).

And for the “geographic scope” (the top-down approach):

– Country - Describes flows specifying only the country in which they originate or which they have as their
destination, not both (e.g. “Large flows from Italy in 1992”).

– Country - Country - Describes a flow between two specific countries (e.g. “Large flow from Russia to
Italy in 1992”).

– Region - Describes flows originating in a specific region or having the region as their destination.

– Region - Country - Describes flows between a country and a region.

– Region - Region - Describes flows between two regions.

– Global - Describes a global (geographically) pattern (e.g. “When going far, countries near the water are
more popular destinations”).

The values of the “reasoning” and “validity” properties were just “yes” or “no”. In the end, the
categories we came up with turned out to be useful for achieving our goal: pinpointing the differences
between the types of findings made in the animated view and the small multiples.

7.4.2 Results

In all the sessions with 16 users we collected 285 findings (17.8 findings per user on average with stdev
of 4.65). There were 8 findings which were not formulated clearly enough, so that it would be possible
to interpret them. They were marked as “invalid” and were not considered anymore. Out of the valid
findings 173 were made in the first round (ANIM: 86, SM: 87), and 104 in the second round (ANIM: 55,
SM: 49).

Main experiment

In the main experiment we only compared the types of the findings made in the first round. Concerning
the temporal scope (Fig. 7.6), we observed that more findings of the types “one year” and “until or since”
were made in ANIM, and more findings of the type “all time” were made in SM.

Notably, 93% of “one-year” findings in SM were made in the “difference view” (see 7.3.1). It was
apparently too difficult to see the differences between subsequent years in the original view in SM. In
contrast to that only 44% of “one-year” findings were made in the “difference view” in ANIM.

Concerning the geographic scope (Fig. 7.7), in the first round the subjects made more local observa-
tions (“country-country”) in ANIM and more global observations (“region”, or “global”) in SM.
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Figure 7.6: Temporal scope of the findings made in the first round in each of the views.
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Figure 7.7: Geographic scope of the findings made in the first round in each of the views.

Additional round

In the additional round we explored how different were the types of observations the subjects made after
switching from one view to the other.

Fig. 7.8 illustrates the distribution of the findings by their geographic scope when switching between
the views. When switching from ANIM to SM the proportion of “country” findings decreased while
the proportion of “global” findings increased. When switching from SM to ANIM the proportion of
“country” findings increased, while the proportion of “global” stayed the same.

We observed a similar effect with the temporal scope (Fig. 7.9). After switching from ANIM to
SM the proportion of “one year” and “until or since” findings decreased and “interval” and “all time”
increased. Switching from SM to ANIM had mostly an opposite effect: proportion of the “until or since”
findings greatly increased, whereas “interval” and “all time” decreased.
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Figure 7.8: Comparison of the geographic scopes of the findings made in the first and the second
round depending on the subject group (i.e. the order in which the subjects were using
the views).
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Figure 7.9: Comparison of the temporal scopes of the findings made in the first and the second
round depending on the subject group (i.e. the order in which the subjects were using
the views).

7.4.3 User feedback

In addition to the findings we analyzed the questionnaire submissions made by the study participants.
Asked about their overall impressions of the two conditions, the participants favored ANIM: 15 of the
16 participants rated ANIM as “good” or “very good” and 10 of them rated SM in the same way. 44%
of the subjects found ANIM easier to use, 13% SM, the rest had no preference. Further, we asked the
participants to provide feedback concerning the strengths and weaknesses of each view. Several of them
mentioned having one large view as the main advantage of ANIM over SM. It was also much easier
for them to identify appearing or disappearing flows in ANIM and compare subsequent years. SM was
credited with giving an overview over the whole dataset at once, providing better support for making
quick comparisons and finding differences between non-subsequent years. The main weaknesses of SM
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mentioned by the study participants were that the views were too small and that there were too many of
them. Thus, despite having a good overview in SM, it was difficult to focus on single elements and see
how they were changing over time.

7.5 Discussion

7.5.1 On making findings

The results of the study show that alternative visualization techniques can generate or promote different
types of findings and that switching from one view to the other might actually accentuate this effect.
These results have a number of implications we discuss in the following.

– Animation should be preferred for sudden change detection tasks. Our results corroborate
the outcome of the study on cluster detection by Griffin et al. [2006], which showed that certain
changes might be better perceived when using animation. The higher level of small temporal scope
findings and the users’ feedback we received suggest that when the main task for a visualization
is to be able to detect a sudden change, then animation is the preferable solution. This is also
consistent with the results reported in [Ware and Bobrow, 2004] and in [Archambault et al., 2011]
for the node/edge appearance tasks.

– Using only a single technique might lead to the loss of findings. The complementarity of the two
techniques is evident from the analysis of the findings and reinforced by the feedback we received
from the participants. One corollary is that if only one technique is used important findings might
be lost. Animation allows for higher resolution and easier detection of sudden changes, small
multiples reduces the load on short memory and allows for comparisons across many or arbitrary
years. One possible solution is to provide both techniques in the same environment. Another one
would be to find a way of integrating them which would allow us to overcome their limitations.

– Switching between the views can have a beneficial effect on producing findings. Our results
suggest that switching from one view to another can lead to a boost in the number of produced
findings of certain types. Thus, switching between the views can be explicitly used as a way to
promote insights. Research on coordinated and multiple-view visualizations, e.g. [Keefe et al.,
2009], does also show the usefulness of working with different representations. As well as the
past work on investigative analysis which suggests that such an approach can help to avoid bias
in judgments [Richards J. Heuer, 1999]. A systematic analysis of the effect of switching between
views can be an interesting line of research to pursue in the future.

7.6 Interaction patterns and the use of animation

It appears that people use different sequences of interactions to make findings, but they often stick to
their initial strategy and repeatedly use the same sequence to make new findings (see Fig. 7.10). We also
noticed that the study participants tended to rate findings requiring more time and interactions as more
important and those which were easier to make as less important.

In our analysis of the interaction logs we examined in particular how people use and perceive anima-
tion. First of all, we observed a disparity between what people like and what research suggests. Similarly
to other studies on the use of animation, subjective user feedback is very favorable of animation; even
when performance measures do not support it. Animation has definitely a special appeal on people which
cannot be neglected and should be studied in more depth.
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– People use the “change year” slider a lot (see Fig. 7.10), instead of playing the animation, and
find it very helpful. Thus, providing animation controls without support for direct manipulation is
clearly suboptimal.

– People use different strategies and might get stuck in a single one (see Fig. 7.10). Some use only
the slider to control the animation manually, others only use the play/start button, some use it only
at the beginning, and some combine the two. Users should be instructed on using more strategies.

– Additional research is needed to make interaction with animation smoother and more productive.

When comparing the interaction logs of ANIM and SM, we observed that people interact much
more with the view in ANIM than in SM, not only because the ANIM view provides more interaction
capabilities with the time slider. For instance, the highlight action was used about 12 thousand times
with ANIM, and 6 thousand times for SM for about the same number of findings produced in both views
in the first round (many of these highlight actions were triggered unintentionally, though, by just moving
the mouse around). We made a similar observation for the panning action (542 times with ANIM, 293
times with SM). Zoom-in and zoom-out were used roughly equally numbers of times in both views. The
total number of interactions is roughly two times larger with ANIM than with SM. Our interpretation of
this is that ANIM favors interactions to observe local patterns and to detect sudden changes in time. On
the other hand, SM favors reflection and requires less interactions to come up with findings concerning
longer time periods.

Figure 7.10: Gantt chart showing a timeline of the findings (large bars) made by the 8 participants
who used ANIM in the 1st round. Along with the findings we see the history of
the animation-related actions (red and thin green bars) and the “change-year” slider
action (thicker green bars) which the participants used to make these findings.
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Figure 7.11: Gantt chart showing a timeline of the findings and the subjects’ interactions with the views.
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7.7 Conclusion

The study presented in this chapter gives partial answers to the questions we raised in the thesis introduc-
tion (see Fig. 1.1), namely: “What insights can be gained by using temporal OD-data visualizations?”,
“How are insights gained?”, and “What interactions are used to gain insights?”. The answers are partial,
because we only considered two of the many possible representations: animated and small multiple flow
maps. However, we find these two representations important, because, compared to the other more ab-
stract representations, they are the most straightforward and natural for this kind of data. Besides, the
choice of the representations in our user study made it possible to contribute to the long line of research
comparing animation and small multiples.

More precisely, in the study we tried to find out whether the use of animated and small multiple flow
maps leads to making different kinds of findings and to see how exactly the findings differ depending
on the representation used. We observed that with animation the study participants made more findings
concerning geographically local events or changes between subsequent years (especially, events in which
flows appeared or disappeared in a specific year). With small multiples more findings concerning longer
time periods were made.

Besides, our results suggest that switching from one view to another might have beneficial effects in
terms of covering a larger spectrum of types of observations made. Thus, developing a smooth mecha-
nism for integrating the two views in one exploration tool presents a great opportunity for future research
(a study by Keefe et al. [2009] discusses such an approach, but applied in a very different context). It
must be noted, though, that we did not make a comparison of those who switched views with those who
did not. Hence, we cannot completely rule out the possibility that just the extra 10 minutes of analysis
would have made the difference in the finding types. However, this is unlikely, which is corroborated by
the fact that the effect mirrored depending on the order in which the views were used.

Finally, we observed that while different people used different sequences of interaction techniques
to make similar findings, they often tended to stick to one strategy once they had learned how to make
findings of a specific type.

One important limitation of the study is that, because of the qualitative nature of the study, the results
were not statistically validated, and therefore, they cannot be easily extrapolated to a general case and
have to be taken as suggestions for future research. Despite that, some of the results were confirmed by
the feedback from the users or were consistent with previous research. In the future, a formal quantitative
study must be performed for obtaining more generalizable results. The findings of the present study
could be turned into questions which users would have to find answers to. This would make it possible
to quantitatively compare different visualizations by measuring the users’ performance with them.

A demonstration of some of the tools which we presented in this chapter is available online1.

1
http://bit.ly/flowmap-changes

http://bit.ly/flowmap-changes
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This chapter presents a design study in which we try to shed light on the real chal-
lenges and on the process of temporal OD-data visualization taking a user-centered
approach. For this we address a real-world problem of the analysis of financial aid
allocated to countries. In the chapter we discuss the interviews we conducted with
domain experts which let us characterize the problem and identify the important anal-
ysis tasks. We present visualizations we developed to address these tasks, consider
the user feedback and talk about the lessons learned during this project.
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In this chapter we try to learn more about the problem of temporal OD-data visualization involving
real users in the process. We discuss our experience developing interactive visualizations of a dataset
representing flows of financial aid between the world’s countries. By taking a user-centered approach
to the visualization development we tried to understand which tasks were important for the researchers
working with these data and to implement the tools according to their needs and preferences. In the chap-
ter we talk about the interviews we conducted with the researchers, the analysis tasks we derived from
them, and present the prototype visualizations which we developed to address these tasks. Finally, we
consider the lessons which we learned during this project and mention the challenges yet to be addressed.

8.1 Introduction

AidData.org is an initiative which supports research on aid allocation and aid effectiveness by providing
scientists with the most up-to-date information about financial aid given to the world’s countries by other
countries and international organizations. The dataset maintained by the initiative combines information
from different sources and contains more than one million flows of aid for the time span between 1949
and 2011. It includes detailed information about every individual flow and the flows are classified by
their purposes.

Our collaboration with AidData.org started after one of the researchers working with AidData.org
who attended a presentation about Flowstrates (which we discussed in Chapter 6) approached us and
proposed to develop a specialized visualization of financial aid based on AidData, because he saw a
great potential in this idea. After having remote meetings and discussions with the members of the
AidData initiative the goals of the project were clarified. For AidData they were threefold:

– Providing policy-makers, development practitioners, civil society organizations, journalists, re-
searchers, and the general public with tools that make it easy to analyse AidData and find, docu-
ment and share answers to foreign aid-related questions;

– Stimulating open discussion and critical reflection on aid-related questions based on analysis of
AidData, and providing an online platform for this discussion to take place;

– Raising public awareness of and interest in questions related to foreign aid, and empowering people
with knowledge about the factors and processes that shape foreign aid distribution in order to
improve aid transparency and accountability.

In particular the high-level questions about the aid allocation which are of interest for AidData re-
searchers are the following:

– How is aid allocated?

– Does aid reach those who need it most?

– What factors influence the decision to provide or not provide aid?

– What is the impact of aid?

Our motivation to participate was based on the desire to apply what we had learned about the visual-
ization of temporal OD-data to a real-world dataset working in a collaboration with domain experts. We
saw this as an opportunity to put some of our ideas to test and to learn new things. Besides, the project
presented a few interesting challenges:

– The dataset was by two orders of magnitude larger, than all the other OD-datasets we had worked
with before;
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– The questions which the researchers wanted to address were quite unobvious. It was interesting
which of them we could address with a generic visualization;

– The data included additional dimensions which were important for the analysts. In particular,
the flows were grouped by their purpose and it was important to be able to differentiate between
flows of different purpose; and it was important to eventually be able to compare changes of the
magnitudes of the flows of aid to other time series, e.g. specific indicators of the donor or the
recipient countries;

– The target group of the visualization had to be researchers and the broad public at the same time.
Hence, the visualization had to be very informative and allow researchers to find answers to com-
plex questions, and at the same time, easy to use and interpret by the broad public.

8.2 Interviews

We conducted interviews with five political scientists working with AidData in order to understand how
they analyzed these data, what were the questions they addressed and how they saw the potential role of
visualization in aiding this analysis. The main findings from these interviews were the following:

– Visualization tools like what we planned to develop had not existed at that time. Researchers
mostly applied statistical methods to different pieces of the data without “seeing” them as a whole.
Therefore, they were very optimistic about how our tools could be useful for them.

– The potential uses of visualization of AidData which they could envision were the following:

– for researchers

– overview of the data, explore, drill down
– generate new hypothesis which they could then test with statistical methods
– quickly check that a hypothesis is feasible and worth investing more time

– for the public: raising awareness in questions related to aid

– for education (especially, students in the field of political science): to motivate them doing
research in this field.

– Researchers themselves do statistical analysis building models and checking hypothesis. They use
simple visualizations (e.g. scatter plot or a histogram) to illustrate the results. More sophisticated
visualizations would probably not be of use here. Choosing a specific model and building a tool
allowing the prediction of the future aid magnitudes based on various parameters could also be
interesting, but would be limited to a single model.

– The most interesting questions for the researchers were concerned with showing causation between
the amount of aid donated or received and some other indicators. But finding automatically which
indicators correlate would not be the way it is done. Normally researchers approach this by forming
a hypothesis based on some logical considerations which they then statistically test with empirical
data to show causation.

– The following are examples of questions which AidData researchers address in their work:

– Do donors manage money in ways that are responsive to past performance?

– How does the political economy of aid (that is, influence of political interests on donors’
decisions where aid goes) impacts aid effectiveness?
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– What is the impact of trade flows on aid? Will a donor give more funding to an important
trade partner than to a less important one?

– Does giving money to dictators provide economic growth?
– How well education aid helps to reduce human capital constraints to firms?
– Is aid used to reduce the flows of migrants coming from specific countries? Is it effective?

However, the interviewees admitted that addressing all these detailed questions in one visualization
tool would probably be too difficult and hardly even possible. They all involve different additional
data to be included in the analysis which can be difficult to integrate into a single visualization. In
we end we agreed that developing a visualization which would allow the users to quickly see the
aid allocations related to these questions would already be quite useful.

– According to the interviewees adding the following features to the visualization would be useful:

– Drilling down, isolating donors/recipients, filtering by purpose, filtering/querying by various
indicators (from other datasets);

– Mashing AidData with other datasets: especially, with World Development Indicators, but
also with Worldwide Governance Indicators, migration data, trade data etc. This should allow
comparisons of time series coming from different dataset;

– Exporting the raw data from a visualization (once a researcher has formed a hypothesis he
would want to analyze the data further with statistical tools).

– There are many issues with AidData which we and the users have to be aware of (different defini-
tions of what aid is and what it is not, missing data, discrepancies with OECD data etc).

8.3 Requirements and tasks to support

Based on our conversations with the AidData researchers we came with the following list of requirements
for the first prototypes (in which we only addressed the visualization of AidData and not the comparisons
to other related datasets):

– The visualization must, first, present an overview of the total donations and receipts for all the
countries and organizations;

– The country totals must be shown either for the whole time span or for a specific year, and in the
latter case it must be possible for the user to select a year for which the flows are shown;

– The user must be able to select a combination of donor/recipient/purpose to see only the flows of
aid for the selected combination;

– It must be possible to see how the aid amount was changing over time for a selection of donor/re-
cipient/purpose;

– The visualization must be zero-installation and web-based to enable access by the broad public,
and it must be easy to navigate and interpret.

The main tasks from our taxonomy discussed in Chapter 4 which needed to be supported were the
following:

– Elementary and synoptic tasks focusing on time and targeting flow events and origin/destination
(“What were the aid flows in a particular moment in time?”, “Where were their origins and desti-
nations?”, “What were the changes over time of the flows of aid and their spatial configuration?”)
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– Elementary and synoptic tasks focusing on origin/destination and targeting the opposite locations
(“Where did the flows of a specific location go and what were the patterns of their distributions
over time and space?”)

Adding support for comparisons to country indicators from other datasets would correspond to the
following task in the taxonomy:

– Elementary and synoptic tasks focusing on flow events and targeting the relations of the aid flows
to the context, especially, direct and inverse pattern comparison (“What was the spatio-temporal
context of a specific aid flows?”, ‘What was the relation of the spatio-temporal of the flows to the
context?”)

However, we realized that adding support for these tasks and including the required additional
datasets in the visualization would make it too complicated for the broad public. Therefore, we de-
cided not address it in our first prototypes and concentrate on the visualization of AidData alone and that
we would later create a more specialized tool for researchers which would address these tasks.

8.4 Prototypes

In order to get some initial feedback from the AidData researchers we developed three prototypes show-
ing overviews of the data and supported basic interactions. In the prototypes we used quite different
visual encodings. Below we briefly describe the three views:

A. This view is a symbol map showing the total magnitudes of the aid flows for countries and using
animation to show changes over time. It can be classified as A2 (“same”, “animation”) in our
taxonomy of the design alternatives (see Fig. 5.1). The donors and recipients can be distinguished
by color. A force-directed algorithm is used to prevent circles from overlapping, hence, producing
a Dorling cartogram-like layout. To see the individual flows interaction is required: the user must
hover on a location. Clicking on a location updates the view so that only the totals for flows of the
selected locations are shown. It is also possible to filter the flows by selecting a specific purpose
of aid. Hovering or selecting a country triggers the appearance of a small time series plot showing
the temporal changes of the total amount of aid of the country enabling support for the temporal
synoptic tasks.
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B. In this view we decided to show the temporal changes of all the countries’ total magnitudes at
once without the need to use animation. To avoid confusion between the in- and outflows we used
separate views for the origins and for the destinations. Every country and organization has a small
bar with a color-based time series showing the temporal changes of the total outgoing or incoming
(depending on the view) amount of aid of the country. A force-directed algorithm is used to prevent
time series bars from overlapping. This view can be classified as B3 (“separate”, “embedding”) in
our taxonomy. To see the actual flows instead of the totals the user has to select a country in one
of the maps, then the opposite map is updated so that only the flows of the selected country are
shown.

C. The locations in AidData are countries (and a few international organizations which we do not
put on the map). There are not so many of them and data analysts usually know where they are
located. Hence, we can argue that support for spatial tasks is less important than support for
temporal synoptic tasks at least for the analysts. In the prototype C we took this argument into
account and developed a visualization focusing on the temporal changes of the aid flows. It also
classifies as B3 in our taxonomy, but contrary to the prototype B it does not use a geographic
representation and attempts to use all the available space to better represent the temporal changes.
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In this view we used horizon graphs [Heer et al., 2009] to allow more efficient comparison of large
numbers of time series. Due to the large differences between the amounts of aid across countries
we split the horizon into bands logarithmically. The advantages of putting small multiples in the
same row is that it is easier to compare one to another because the years are aligned. Besides they
can be sorted and grouped as necessary. The user can select one or multiple origins, destinations or
purposes to filter the flows, then all the three columns are updated and only the flows corresponding
to the selection are shown.

The feedback from the AidData researchers concerning these prototypes was unanimous. All of them
preferred the prototype A as the most legible and most useful. They also saw potential in the prototype
C as it let one see the whole time series for the top donors and recipients at once and compare them.

We on our side saw more potential in the prototype B, because it showed both the temporal changes
and the spatial distribution at the same time. However, our partners found that the view was not very
informative, but too difficult to read and to interpret. The main reason for that was probably the fact that
this visualization did not utilize the space very efficiently. The bars showing the temporal changes of
the aid in this view are too small despite the abundance of whitespace on the map. Using a space-filling
technique which produces a layout resembling the actual spatial arrangement of the countries like spatial
treemap layout [Wood and Dykes, 2008] or HistoMap [Mansmann et al., 2007] could have improved the
situation with the prototype B, but at that time it was decided to finalize the prototype A and to make it
available for the broad public.

8.5 The deployed solution for the broad public

The solution we finally deployed on a website for the broad public1 is shown in Fig. 8.1. It did not differ
much from the alternative A except for the additional support for interactive queries, drilling-down and
filtering by different attributes and the possibility to see the original flows of the represented selection in
a table view.

Besides, we tried to increase the role of interactivity in controlling the animation. Instead of the play
button to animate over time we introduced a special control (in the top left corner of Fig. 8.1) which is
used by just moving the mouse over the dedicated area without holding the mouse button to change the
displayed year. This way it is much easier for the user to control the speed, the direction and the range
of the years for which the animation is played. The mouse can also be moved over the small time series
to change the current year which serves as a kind of a dynamic temporal legend advocated by Kraak et
al. [1997].

8.5.1 Technical details

In this section we briefly talk about several technical details of our implementation which we find worth
mentioning.

Choice of technology

One of the requirements for the visualization was that it had to work in the browser with zero installation
on most computers. Hence, as the implementation technology we chose JavaScript (compiled from
CoffeeScript sources) and the visualization library D3 [Bostock et al., 2011]. This choice appeared to be
the most promising in terms of the browser and device support.

The visualization required running some code on the server. For that we used Node.js as the server-
side environment, and again, CoffeeScript as the implementation language. Being able to use the same

1The visualization can be accessed online at http://diuf.unifr.ch/viz/aid

http://diuf.unifr.ch/viz/aid
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Figure 8.1: The final visualization of AidData which we developed for the broad public and de-
ployed on the web. Here in the purpose hierarchy “Social Infrastructure and Services”
is selected, hence, we only see the flows of this purpose and its sub-purposes. France
is highlighted, and the flows of aid from this country are displayed as lines.

programming language on the server-side and the client-side was an advantage, as it significantly reduced
the cognitive cost of switching between the two environments when programming. Besides, parts of the
code could be used across the environments.

Data storage organization

The whole AidData dataset was way too large to load in the browser. For that reason we decided to
request aggregated views of the data asynchronously from the visualization as they were needed. When
the user interacted with the view and selected a location or a purpose a request was sent to the server
to filter and aggregate the aid flows in accordance with the user selection. Then, the aggregation results
were received by the application running in the browser and the visualization was updated.

This approach required a very high responsiveness of the server-side part which was responsible
for data filtering and aggregation. We tried several database solutions, but they turned out to be too
slow in performing the aggregation. Finally, we went with an in-memory column-based storage solution
which allowed the server to swiftly perform the necessary aggregation operations and send the requested
data to the client. For this we used Datavore [Heer, 2012], a small database engine written entirely in
JavaScript which was in fact intended for use in the browser, but we used it successfully on the server for
the in-memory storage of the basic information required to perform the necessary filter and aggregation
operations on AidData.

8.6 Addressing the advanced analysis tasks

To address the advanced analysis tasks involving comparisons between the time series of aid flows and
time series of country indicators from other datasets we started developing a more sophisticated tool for
researchers. In the usage scenario of this tool illustrated in Fig. 8.6 we selected a subset of recipient
countries and broke the time series data down by recipient to display separate small time series for each
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of the recipients. Then, one of about 7000 World Bank country indicators was selected and added to
the visualizaton, namely: “Poverty headcount ratio”, in the small time series it is show in red. The time
series for Argentina as one of the recipients is highlighted. Flows of aid received by Argentina appear to
correlate in a peculiar way with the poverty ratio in this country. This might be related to the economic
crisis Argentina was suffering in 1999-2002.

Figure 8.2: The tool we started developing for analysts which allows them to compare aid flows to
time series from other datasets (in this example, “Poverty headcount ratio”).

For the small time series we used the indexed representation [Aigner et al., 2011a] which allows the
comparison of the patterns of change in multiple time series even when they use completely different
scales or when the scales differ in orders of magnitudes.

Selecting one of the small multiples allows drilling down into the selection and breaking the data
down by another attribute to further explore the temporal patterns. The user has the ability to navigate
back and forth in the history of the views which are displayed and the data queries which are made.

To summarize, this visual exploration tool allows representing a subset of aid flows for any donors/re-
cipients/purposes combination and breaking the data down by one of these attributes displaying the dis-
tribution over countries and the temporal changes of the amount of aid in relation to one of the countries’
indicators. We have not yet finalized nor validated this solution, but we are optimistic about this approach
as it provides support for at least some of the advanced analysis tasks which we mentioned in 8.3.

8.7 Lessons learned

In this section we summarize several important lessons we learned while working on this project. Some
of them might seem obvious, but it often requires to do a field project to realize how things really work.
These lessons might serve as guidelines for visualization researchers and developers.

Solving tasks vs supporting the analysts
The detailed questions which the researchers addressed in their work were quite complicated and
diverse. At the beginning we were blocked by trying for too long to figure out how to address them
all in a simple visualization tool. But the idea to develop a generic visualization for answering these
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diverse questions turned out to be too ambitious. In fact, the AidData researchers saw the potential
of these visualizations not in solving their tasks, but in being supported in solving them. As it turns
out, a visualization does not always have to present a complete solution and to give full answers to
complicated questions to be useful.

Two audiences
Tools for the broad public and for data analysts have very different requirements and it is difficult to
develop one tool for both worlds. Most importantly, the tasks which need to be supported are not the
same. We finally ended up rejecting the idea of one tool “to rule them all” and developed a rather
simple solution for the broad public.

Parallel prototyping
Developing several prototypes at once might be quite time consuming. Before one specific approach is
chosen, the prototypes which need to be made should be as simple as possible, ideally, just sketches on
paper. Also, using tools like Tableau can be helpful for prototyping. Unlike sketches, Tableau makes
it possible to see how the real data looks like.

Visual metaphor familiarity
Our guess is that one of the reasons the analysts preferred the prototype A was that the visual mappings
it used were most simple and familiar to them. People might feel lost or even anxious when they see
visualizations using visual metaphors they are not comfortable with. Even explaining how to read and
interpret it is unlikely to change their attitude. It needs convincing arguments showing that this way of
representing data is more effective to persuade people to use it. This is in line with the results of the
study by Borkin et al. [2011].

8.8 Conclusion

In this chapter we discussed the design study in which we tackled the problem of the analysis of a specific
dataset representing flows of financial aid between the world’s countries. The goal of this work was not to
develop a particular visualization technique, but to address a real-world problem working with real users,
understanding their needs and preferences, proposing a solution and reflecting about the lessons learned
in the process. The main contributions of this chapter are the problem characterization and the task
analysis based on the interviews with the domain experts, the discussion of several design alternatives
and the feedback from the experts, and the retrospective analysis which can serve as guidelines for future
design studies. Most importantly, in this chapter we wanted to look at the problem of temporal OD-data
visualization from the perspective of the real users. By taking a user-centered approach we tried to better
understand which tasks were important for the users and which visualizations were best for the them as
long as they addressed these tasks.

Although we based our task analysis on the questions which came from the experts, the deployed
solution which we presented was designed for the broad public and not primarily for the experts. We also
discussed the development of a specialized tool supporting the AidData researchers in finding answers to
more complex analysis questions (that is, the example questions we discussed in Section 8.2). However,
we have not fully solved the challenges posed by the complexity of these questions. Developing a visual
exploration tool capable of addressing the diverse questions of the AidData researchers which involve
analyzing relationships between data across multiple datasets remains a challenge for the future.
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In this thesis we tackled the problem of the analysis of temporal OD-data and argued that the use of
interactive exploratory visualization is a key to address the challenges created by the inherent complexity
of this particular kind of data. Facilitating the development of techniques and tools enabling the visual
exploration of temporal OD-data was the overall goal of this thesis. In this chapter we talk about the
contributions and the impact of our work, the applications of our preliminary prototypes which show the
importance of the problem and the opportunities for further development, and finally, we discuss open
questions for future research.

9.1 Contributions

This work concerns different facets of temporal OD-data visualization. Therefore, in Fig. 9.1 we sum-
marized the contributions by putting them in relation to the main entities involved in the process of
interactive visualization which we discussed in Section 1.3 and to the questions we addressed in the the-
sis. The contributions of this thesis shown in the bottom part of Fig. 9.1 concern all of these entities in
the context of visualization of temporal OD-data.










 




































 





Figure 9.1: The thesis contributions put in relation to the interactive visualization process model.

The following are the individual contributions of the thesis with the references to the questions from
the model of the interactive visualization process as in the figure above:

Overview of the existing techniques.
We examined various visualization techniques related to flow maps, the problems connected with their
use and a number of approaches for addressing these problems. This chapter contributed to answer-
ing the questions “How can the data be visualized?” concerning non-temporal OD-data and “Which
representations are effective?” (even if not very rigorously, but through a detailed consideration of the
various techniques). This might be the first in-depth discussion of such a broad range of questions
related to flow maps.

The taxonomy of the tasks which OD-data visualizations can support.
This taxonomy was built starting from the components of temporal OD-data and covers the questions
which can be answered by analyzing such data. Our contribution was in applying the methodology
proposed by Andrienko et al. [2011] to temporal OD-data. Using this methodology we defined the
structure of the taxonomy encompassing the analysis questions. With this taxonomy whenever we
discussed a technique we could position it according to the tasks defined in the taxonomy which the
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technique targeted. The data model discussed in Chapter 2 and the task taxonomy together provide an
answer to the question “What can be visualized?” by listing the components of the data which can be
represented. The task taxonomy presents a detailed and systematic answer to “What questions can be
answered?”.

A systematic description of the design-space of temporal OD-data visualizations.

We systemized the alternative ways of visualizing temporal OD-data trying to identify the analysis
tasks each of them is best suited for, and answering the question “How can the data be visualized?”.
This design space exploration helps to understand the differences between the design alternatives in
the way the fundamental components of temporal OD-data are portrayed: namely, the arrangement
of origins and destinations, and the way temporal changes are represented. Our classification of the
design alternatives encompasses the existing approaches, but also describes solutions which have not
yet been implemented. In addition, we give design recommendations based on this classification,
answering the question “Which representations are effective?” depending on the tasks which need to
be supported.

Flowstrates, a novel technique for the visual exploration of temporal OD-datasets.
Flowstrates focuses on the representation of temporal changes of flow magnitudes, whereas flow dis-
tances and their spatial orientation are not accurately represented. It is best suited for supporting
synoptic tasks focusing on flow events and changes of flow magnitudes. But contrary to purely tem-
poral representations Flowstrates also allows relating flow events to the geographic locations of their
origins and destinations. One of the strengths of Flowstrates as a representation of temporal OD-data
is that it is an easy to read and easy to navigate depiction of this complex data type. It allows the users
to interactively explore these data and to look at them from very different perspectives and aggregation
levels without the need to switch to a different representation. We believe that synoptic tasks focusing
on flow events and changes of flow magnitudes, which are best supported by Flowstrates, play the
central role in the analysis of many temporal OD-datasets, hence, Flowstrates can be effectively used
for their exploration. This chapter also contributed to answering the question “How can the data be
visualized?”.

Analysis of insights gained with the use of animated and small multiple flow maps.
We analyzed findings made by the study participants while exploring temporal OD-data and identified
the differences in the types of findings they made depending on the view they used. The study helped
us to find an answer to the question “What insights can be gained?” depending on the representation
used, albeit only for two specific representations which we chose to consider. In addition, we analyzed
the ways in which various interaction techniques were used by the participants and found patterns of
repetitive use of a once apprehended strategy. This contributed to answering the questions “How are
insights gained?” and “What interactions are used to gain insights?”. Based on these results we gave
a number of recommendations for the use of animation and small multiples. We concluded that if a
smooth mechanism for integrating these two views into one exploration tool and switching between
them could be developed, it would be very promising in terms of the range of tasks it provides support
for. The methodology of this user study combining the grounded theory approach with insight-based
evaluation was novel and can by itself be considered a contribution.

Lessons learned from the AidData design study.
In this chapter we tried to learn more about the problem of temporal OD-data visualization involving
real users in the process. We discussed how we approached the challenge of the visualization of a spe-
cific temporal OD-dataset identifying the tasks which were important for the researchers working with
these data and how we implemented the visualization tools according to their needs and preferences.
Thereby we first found out “Which questions are important?” and “What needs to be visualized?”
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for the particular problem and users in the particular context. Then, we implemented several proto-
types and, by analyzing the feedback from the users, tried to find out “Which visualization is best for
users?”. Hence, the main contributions of this chapter are the problem characterization and the task
analysis based on the interviews with the researchers, the discussion of several design alternatives and
the feedback from the researchers, and the retrospective analysis which can serve as guidelines for
future design studies.

9.2 Limitations and future work

Fig. 9.1 and the previous section might give the wrong impression that we have found answers to all
the questions related to the visualization of temporal OD-data. Indeed, we looked into a broad range
of aspects, but we only answered some of the important questions or only answered them in part. In
this section we briefly discuss the limitations of the contributions we made, mention research questions
which are still open, and propose several opportunities for future research.

As we mentioned in the introduction, the inherent complexity of temporal OD-data presents a major
challenge for their analysis. Strongly related to this problem is the question of scalability, that is, how
well a visualization technique can accommodate to a growth of the amount of data which needs to be
visualized and analyzed. There are two main groups of approaches which can help to address both the
complexity and the scalability problems: the use of interactivity for data exploration and for querying
the data and manually finding interesting details; and automatic approaches which can summarize large
amounts of data or extract interesting patterns from them. In the thesis we concentrated mostly on the
use of interaction and only mentioned a few automatic approaches: regionalization, segmenting flows
into series of flows between adjoining regions and merging them, summarizing flows in OD-maps, flow
aggregation and grouping by similarity in Flowstrates. We have not, however, proposed novel solutions
in this respect. The scalability of Flowstrates could be potentially improved with the help of automatic
approaches: for instance, by grouping similar flows together and showing only one representative for
each group in the heatmap; or by spatially clustering nearby locations and showing only aggregated
flows.

The classification of the design alternatives which we made describes the existing methods of arrang-
ing origins and destinations and of introducing the temporal dimension, but it does not describe all the
theoretically possible ways to visualize temporal OD-data. Hence, it is possible that in the future other
solutions appear which will not fit into our classification. Besides, our classification offers only one view
of the space of design alternatives. We made a choice of properties which we found sensible to classify
the alternatives by, but other classifications would be possible. For instance, we did not include the ways
the flow magnitudes are represented in the taxonomy, or the exact way of positioning the locations. Such
classifications are always generalizations presenting an overall view of the alternatives and every entry
in the taxonomy can be implemented in different ways.

It is worth noting that several of the design alternatives we described have not yet been implemented.
Some of them may not make much sense, as, for instance, D4 (“nesting” and “3rd dimension as time”)
in Fig. 5.18. But anyway, it could be an interesting opportunity to implement them or even to develop
a flexible visualization system which would allow the user to easily change the representation within
our taxonomy while maintaining a traceable logical connection between the same objects in different
representations. As we learned from the user study, different representations provide better support for
different tasks and switching between them could help users to look at the same data from different per-
spectives and gain additional insight. This also relates to one of the conclusions of our user study in
which we suggested to integrate animation and small multiples into one representation with the possi-
bility to easily switch between the two allowing the users to take advantage of the complementary task
support of the views.

Flowstrates, the technique we proposed, does not address all of the tasks in the taxonomy of temporal
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OD-data analysis tasks, which we introduced. Only a subset of the tasks which we found to be important
for specific datasets are supported. The same concerns the AidData visualizations, as what we learned
from the users about the tasks which are important is only fully valid for the particular use cases and
cannot be automatically extrapolated to other datasets. Of course, it would be hardly possible to produce
a single visualization which supports all of the tasks in the taxonomy. But the choice of tasks to support
in visualizations when there is not just one single “most important question” to answer often implies self-
willed decisions. It would be interesting to look at this from the perspective of visualization development
as a social process and study how these decisions are made and what their implications are.

One question which we only partly addressed in the thesis is the use of interactions. In the introduc-
tion we argued that the visual analysis of temporal OD-data can be facilitated by the use of interactivity
because the complexity of the data makes it extremely difficult to fully represent them in a comprehen-
sible way in a static visualization. We could find some support for that analyzing the results of our study
and the extensive use of the interactions by the participants. However, we did not systematize the in-
teractions for temporal OD-data visualization in general and did not consider them in our design space
exploration. This could be an opportunity for future research.

In the user study we tried to answer the question “What kinds of insights can be gained depending on
the representation used?”. However, we only compared two particular representations of temporal OD-
data: animated and small multiple flow maps. We had good reasons to choose these two representations,
but it would be interesting to carry out a more thorough study comparing the types of findings which
can be made with other visualizations as well. Besides, our study was conducted in a lab setting and the
participants were not domain experts carrying out data analysis as part of their job. A long-term study
with real data analysts could help to better answer the question about the real outcomes of visualization
and understand how they depend on the choice of a particular data representation.

9.3 Impact

In the course of this thesis we experimented with various temporal OD-data visualizations and developed
an open-source tool JFlowMap (Fig. 9.2) which has been publicly available online1. The tool includes a
flow map representation which visualizes changes over time with the use of animation and small multi-
ples. It also provides support for edge bundling in flow maps and includes a change map view and our
implementation of Flowstrates. The users can load their own datasets along with maps to visualize and
interactively explore them in one of these views.

Since the publication of the tool we have received dozens of emails from actual and prospective
users. We learned from their feedback that JFlowMap has been utilized to visualize many different
datasets, including the following:

– Scientific co-publications (flow map, Flowstrates) [Degelsegger and Gruber, 2012]

– NYC taxi flows (flow map, Flowstrates) [Zhang, 2011]

– Global resource flows (flow map, Flowstrates) [Boon et al., 2012]

– Supply chain distribution of a logistics company (flow map)

– Domestic animal trade (flow map, Flowstrates)

– Working labor migration in Chile (Flowstrates) [Rowe and Bell, 2012]

– Working migrants in Slovenia (flow map, Flowstrates) [Konjar et al., 2010]

1http://code.google.com/p/jflowmap/
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Figure 9.2: JFlowMap: the open-source tool we developed for temporal OD-data visualization.

– Employers and workers on freelancer.com [Mill, 2011] (flow map)

– Export flows from the state of Louisiana to other parts of the world

– Young people coming to study in the US from different countries (flow map)

– Mobility of university graduates in Australia (Flowstrates)

– Connections within the human brain (flow map, bundling) [Böttger et al., 2012]

Despite the fact that our tool is a rough research prototype it has been provoking interest of many
people working in a broad range of domains. This shows that the analysis of temporal OD-data is
important for a large number of problems and that tools for visual exploration of such datasets have a
great potential in supporting data analysts in addressing these problems.

* * *

We hope that our work on this thesis will eventually lead to the development of more comprehensive
and universal solutions for the visualization of temporal OD-data which can help analysts working in var-
ious domains to gain insight into their data and can support decision makers in finding and implementing
the right policies.
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